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Abstract 

Plasmodium falciparum triosephosphate isomerase (PfTIM), which catalyzes the 

interconversion between dihydroxyacetone phosphate and glyceraldehyde-3-phosphate, is 

known to be functional only as a homodimer. Although many studies have shown that the 

interface Cys13 plays a major role in the stability of the dimer, a few reports have 

demonstrated that structurally conserved Tyr74 may be essential for the stability of 

PfTIM dimer. To understand the role of Tyr74, we have performed molecular dynamics 

(MD) simulations of monomeric and dimeric PfTIM mutated to glycine and cysteine at 

position 74. Simulations of the monomers revealed that mutant Tyr74Gly does not 

produce changes in folding and stability of the isolated monomer. Interestingly, 

comparison of the flexibility of Tyr74 in the monomer and dimer revealed that this 

residue possesses an intrinsic restricted mobility, indicating that Tyr74 is an anchor 

residue required for homodimerization. Tyr74 also appears to play an important role in 

binding by facilitating the disorder-to-order transitions of loops 1 and 3, which allows 

Cys13 to form favorable interactions with loop 3 and Lys12 to be locked in a favorable 

position for catalysis. High-temperature MD simulations of the wild-type and Tyr74Gly 

PfTIM dimers showed that the aromatic moiety of Tyr74 is necessary to preserve the 

geometry and native contacts between loops 1 and 3 at the interface of the dimer. 

Disulfide cross-linking between mutant Tyr74Cys and Cys13 further revealed that Tyr74 

stabilizes the geometry of loop 1 (which contains the catalytic residue Lys12) and the 

interactions between loops 1 and 3 via aromatic-aromatic interactions with residues 

Phe69, Tyr101, and Phe102. Principal component analysis showed that Tyr74 is also 

necessary to preserve the collective motions in the dimer that contribute to the catalytic 

efficiency of PfTIM. We conclude that Tyr74 not only plays a role in the stability of the 

dimer, but also participates in the dimerization process and collective motions via 

coupled disorder-to-order transitions of intrinsically disordered regions, necessary for 

efficiency in the catalytic function of PfTIM. 
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Resumen 

Se sabe que la enzima triosafosfato isomerasa de Plasmodium falciparum 

(PfTIM), la cual cataliza la conversión de dihidroxiacetona fosfato a gliceraldehido-3-

fosfato, es funcionalmente activa únicamente en su forma homodimérica. A pesar de que 

varios estudios han mostrado que el residuo Cys13 juega un papel importante en la 

estabilidad del dímero, muy pocos estudios han demostrado que el residuo Tyr74, el cual 

es estructuralmente conservado, es posiblemente esencial para brindar estabilidad a la 

forma dimérica de la PfTIM. Con el propósito de entender el papel de la Tyr74, se 

llevaron a cabo simulaciones de dinámica molecular (MD, por sus siglas en inglés) de la 

forma monomérica y dimérica de la PfTIM, con mutaciones en la posición 74 por glicina 

y cisteína. Las simulaciones de los monómeros mostraron que la mutación Tyr74Gly no 

produce cambios en el plegamiento y estabilidad del monómero aislado. De manera 

interesante se observó que la flexibilidad de la Tyr74 tanto en el monómero como en el 

dímero es intrínsicamente limitada, lo cual indica que la Tyr74 actúa como residuo de 

anclaje necesario para la homodimerización. Este residuo también cuenta con un papel 

importante en la homodimerización al facilitar las transiciones desorden-orden de las asas 

1 y 3, lo cual permite que la Cys13 forme interacciones favorables con el asa 3 y a la 

Lys12 mantenerse restringida en una posición favorable para la actividad catalítica. Las 

simulaciones de los dímeros silvestres y mutados (Tyr74Gly) a temperaturas elevadas 

mostraron que el anillo aromático de la Tyr74 es necesario para preservar la geometría y 

los contactos nativos entre las asas 1 y 3 en la interfase del dímero. El entrecruzamiento 

por enlace disulfuro entre el mutante Tyr74Cys y Cys13 mostró que el residuo Tyr74 

estabiliza la geometría del asa 1 (la cual contiene el residuo catalítico Lys12) así como las 

interacciones entre las asas 1 y 3 mediante interacciones aromáticas con los residuos 

Phe69, Tyr101 y Phe102. El análisis del componente principal demostró que la Tyr74 

también es necesaria para conservar los movimientos colectivos en el dímero que 

contribuyen a la eficiencia catalítica de la PfTIM. En conclusión, la Tyr74 no solamente 

juega un papel en la estabilidad del dímero, sino que también participa en el proceso de 

homodimerización y en los movimientos colectivos mediante transiciones acopladas 

desorden-orden de regiones intrínsecamente desordenadas, las cuales son necesarias para 

la eficiencia catalítica de la PfTIM. 



1. Introduction 

1.1. Triosephosphate isomerase in the glycolytic pathway 

During the first stage of glycolysis, α-D-glucose is enzymatically phosphorylated 

by ATP and further cleaved in half to yield two 3-carbon molecules: dihydroxyacetone 

phosphate (DHAP) and glyceraldehyde-3-phosphate (GAP) [1]. However, only GAP can 

be directly degraded in the subsequent reaction steps of glycolysis. The enzyme 

triosephosphate isomerase (TIM, EC 5.3.1.1) plays a key role in the first phase of 

glycolysis by rapidly and reversibly converting DHAP into GAP (Figure 1).  

 

 
Figure 1. The first stage of glycolysis. The enzymes involved in each step are (1) Hexokinase; (2) 
Phosphoglucoisomerase; (3) Phosphofructokinase; (4) Fructose bisphosphate aldolase; (5) 
Triosephosphate isomerase. 

TIM has been labeled as a “perfect enzyme” because the chemical steps of the 

reaction are accelerated sufficiently so that the diffusion steps are rate-limiting [2-4]. 

Through experimental [5-10] and theoretical studies [11-16], three main paths describing 

the multistep interconversion of triosephosphates have been proposed (Figure 2). The 

three paths converge to the first step (proton transfer from DHAP to Glu165 and the 

formation of enediolate) and the last step (proton transfer from the protonated Glu165 to 

the enediolate to form GAP [17]). Despite these similarities, there are three alternative 

proposals for the intermediate step (proton from O1 of the enediolate EDT1 to O2 in order 
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to form EDT2, Figure 2). Paths A [2-4, 11, 12] and C [7-10, 18, 19] involve generation 

of an enediol, either by transfer of a proton from and to His 95 (path A) or by transfer of 

a proton from and to Glu165 (path C). The third mechanism (path B) involves internal 

proton transfer from O1 to O2 without the formation of enediol [13-15]. 

In terms of three-dimensional structure, TIM is one of the best studied enzymes 

that participate in the glycolytic pathway. For instance, high-resolution x-ray structures of 

TIM have been solved for Trypanosoma cruzi [20], Trypanosoma brucei [21], 

Leishmania mexicana [22], Entamoeba hystolytica [23], Plasmodium falciparum [24], 

yeast [25], chicken [26], rabbit [27] and human [28]. As this study is focused on the 

stability and dynamics of Plasmodium falciparum TIM (PfTIM), a detailed description of 

its structure is given bellow.   

 
Figure 2. Catalytic reactions for the conversion of DHAP into GAP. EDT1 and EDT2, 
enediolate 1 and 2, respectively; EDL1 and EDL2, enediol 1 and 2, respectively (Adapted from 
[17]). 
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1.2. The structure of PfTIM 

Like most TIMs, PfTIM is functional only as a homodimer. Each monomer, 

composed of 247 residues, folds as a classical α/β-barrel structure, where eight β-sheets 

and eight α-helices form the inner and outer layers of the barrel, respectively; these α-

helices and β-sheets are connected to each other by loops (Figure 3) [24]. The highly 

conserved active site of PfTIM is located close to the C-terminus of the barrel, as it has 

been found in all other TIMs. The structure of both subunits is very similar compared to 

each another, as revealed by superimposition of the Cα trace [24].  

 

Figure 3. X-ray structure of monomeric PfTIM. α-helices are shown in purple, β-sheets in 
yellow, turns in cyan and unstructured coils in white. Loops 3 and 6 are shown in red and 
orange, respectively. 

In monomeric PfTIM, β-sheets make an angle of 48–64° with the barrel axis. 

Consecutive strands of the barrel are at an angle of 12–57°. The helical axes are at angles 

of 130–144° to the barrel axis; the angle between a β-strand and the associated helix axis 

varies between 136° and 171°. The core of the barrel is packed with hydrophobic residues 

of β-sheets (Phe6, Ala8, Val40, Phe42, Gly62, Tyr90, Ile92, Val124, Cys126, Ile161, 

Val163, Ile207, Gly228 and Leu230). The total van der Waals volume of the residues of 
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the barrel interior in PfTIM is ~1471 Å3, about 100 Å3 larger than that observed in 

trypanosomal and human TIM. Moreover, the mean hydrophobicity of PfTIM is larger 

than that of human and trypanosomal TIMs [24]. The structure of the PfTIM dimer is 

shown in Figure 4. 

Dimeric PfTIM possesses two highly conserved active sites, each one located 

close to the interface of the homodimer. Each active site possesses three catalytic 

residues: Lys12, His95 and Glu165 (Figure 5). Residue Lys12, which provides the 

positive charge required for substrate binding [29], lies within the less favorable, albeit 

generously allowed, region of the Ramachandran plot (φ≈50º, ψ≈-150º) [24]. This 

particular conformation has been hypothesized to play a role in the catalytic efficiency of 

TIM. The active site possesses a lid that undergoes a large inward movement upon ligand 

binding [30]; the motions of this lid are also not ligand-gated (i.e., the lid opens and 

 

Figure 4. Three-dimensional structure of PfTIM dimer. Individual monomers are shown in 
yellow and lime. The flexible loop 6 and interface loop 3 are colored in orange and red, 
respectively. The dashed oval shows the location of the dimer interface. 
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closes as a natural motion [31]). This lid traps the highly reactive enediol intermediate 

[32], protects the active site from contact with bulky water [9] and prevents the phosphate 

elimination reaction [33]. This lid is constituted by loop 6, formed by residues Glu165–

Pro178 (Figure 5).   

 

 

Figure 5. The active site of PfTIM. The residues that form the 
catalytic site are rendered as sticks. The flexible loop 6 is shown in 
orange. 

 

 

 

 

 

 

 

 

 

1.3. Interactions stabilizing the PfTIM dimer 

The overall surface area buried in the interface of PfTIM is ~1800 Å2 per subunit, 

which constitutes 15.5% of the total solvent accessible area of the isolated subunits. In 

the PfTIM dimer, 12% of the total polar surface and 19% of the total non-polar surface 

becomes solvent inaccessible upon dimerization [24]. The largest contribution to this 

buried area comes from loop 3, which interacts with loop 1 (particularly with residue 

Cys13) of the other subunit (Figure 6). Loop 3 (residues 69-79), which protrudes ~13 Å 

out of the bulk of the monomer and docks to a narrow pocket close to the active site of 

the other subunit, contributes substantially to intersubunit interactions [24]. This loop is 
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crucial for dimer stability as ~80% of the intersubunit atom–atom contacts are involved 

in this region, a feature noted in earlier studies of other TIMs [25, 26, 34].  

 

 

Figure 6. Principal interactions at the interface of PfTIM. Loops 1 and 3 are colored as 
purple and red/orange, respectively; interface Cys13 is shown as van der Waals spheres. 

Analysis of the 3-D structure of PfTIM has revealed that the stabilization of the 

dimer is the result of a combination between polar and non-polar interactions. A large 

contribution to polar interactions arises from the interaction between Cys13 (loop 1) from 

one subunit and loop 3 from the other subunit, forming a solvent inaccessible polar cage. 

In addition to Cys13, this polar cage is constituted by the backbone of Phe69, Asn71, 

Gly72, Ser73, Tyr74 and Glu77; side chain-side chain interactions are also observed 

between Cys13 and Ser67, Glu77 and Ser79. Polar interactions around this region have 

been also observed; for instance, a subunit-subunit salt bridge between Glu77 and Arg98 

was found in the x-ray structure of PfTIM [24].  Among the non-polar interactions that 

stabilize the dimer, a relatively large hydrophobic patch is observed at the interface of 
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TIM. This hydrophobic patch is formed by residues Leu17, Val44 and Val46 of one 

subunit and Ile63, Val78, Ile82, Ala83, Leu86 and Ile88 of the adjacent subunit.   

Another type of interaction involving the structurally conserved residue Tyr74, 

aromatic-aromatic one, has also been suggested to participate in the stability of the dimer 

via the formation of so-called aromatic clusters. However, only a very few studies have 

addressed the importance of aromatic interactions in the formation, stability and function 

of PfTIM dimer [35, 36]. A description of the nature of aromatic-aromatic interactions 

and the contribution of Tyr74-mediated aromatic clusters in the stability of PfTIM is 

given in the following sections. 

 

1.4. Aromatic-aromatic interactions  

π-electrons of an aromatic ring are localized on both sides of the flat ring, 

inducing a negative quadrupole on the face and a positive quadrupole on the edges. When 

two aromatic rings are in close proximity to each other, they can bind via quadrupole-

quadrupole interactions, giving rise to aromatic-aromatic interactions (also referred to as 

π-π interactions). In general, there are three main geometrical arrangements of aromatic-

aromatic interactions: stacked (or “sandwich”), T-shaped and parallel displaced (Figure 

7).  

Aromatic-aromatic interactions have been studied from both experimental and 

theoretical standpoints [37]. There is clear evidence that van der Waals and electrostatic 

interactions play the most important role in the formation, geometrical arrangement and 

stability of aromatic-aromatic complexes. However, recent studies using the symmetry-

adapted perturbation theory (theoretical studies at quantum level) have indicated that 
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electrostatic, dispersion, induction, and exchange-repulsion contributions are all 

significant to the overall binding energies, and all but induction are important in 

determining relative energies [38]. 

 

 

Figure 7. Geometrical arrangement of aromatic interactions between two benzene rings. (A) 
Stacked geometry; (B) T-shaped geometry; (C) parallel displaced geometry. 

Aromatic-aromatic interactions play a key role in many chemical and biological 

processes. These interactions can influence the stereochemistry of organic reactions [39] 

and the binding affinities in host-guest chemistry [40]. In biological molecular systems, 

aromatic residues can engage in specific favorable interactions. For instance, base 

stacking determines the sequence-dependent structure and properties of DNA as well as 

recognition of DNA by drugs and regulatory proteins [41, 42]. In other cases, drug-

protein recognition heavily relies on aromatic-aromatic interactions; for example, the 

binding of most of the drugs that reversibly inhibit acetylcholinesterase in the palliative 

treatment of Alzheimer’s disease is driven by this type of interactions [43-48]. Aromatic-

aromatic interactions have been shown to be widespread in proteins, providing stability to 

the secondary, tertiary and quaternary structure of proteins [49-57]. Furthermore, it has 
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been observed that this type of interactions provide specificity to molecular recognition 

depending on the environment they take place [58, 59].  

 

1.5. Tyr74-mediated aromatic clusters of PfTIM 

In the TIM dimer, there are a total of 40 aromatic residues (20 per monomer). 

Among those residues only a few aromatic-aromatic pairs are found in the x-ray 

structure. Particular attention needs to be paid to the so-called “aromatic clusters” located 

at the interface of the dimer. These clusters have been identified not only in PfTIM, but 

also in other TIM structures. In PfTIM, these aromatic clusters are formed by Phe69 and 

Tyr74 from the loop 3 of one subunit and Tyr101 and Phe102 from the adjacent subunit 

(Figure 8).  

 

Figure 8. Structure of the aromatic clusters of PfTIM. (A) The arrows indicate the 
position of the aromatic clusters in the PfTIM dimer. (B) Detail of the structure of 
the aromatic clusters. Residues belonging to the monomer A are shown in lime, 
while residues from monomer B are shown in yellow. (C) A van der Waals 
representation of (B), showing the close contacts between the aromatic residues. 
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Although experimental studies have acknowledged the importance of residue 

Cys13 [60] as well as loops 1 and 3 [61] for the stability of PfTIM, the role of the 

structurally conserved interface residue Tyr74 in the stability and function of TIM has not 

been studied extensively. The backbone of Tyr74 interacts with Cys13 via polar 

interactions, whereas its side chain participates in two symmetrical aromatic clusters at 

the interface (Figure 8A). These aromatic clusters are formed by Phe69 and Tyr74 from 

the loop 3 of one subunit and Tyr101 and Phe102 from the adjacent subunit (Figure 

8B,C). Gopal et al. [36] studied the mutation of Tyr74Cys with the aim of creating a 

stable PfTIM dimer via disulfide cross-linking with interface Cys13. Surprisingly, they 

observed that the oxidized form (cross-linked) of TIM was significantly more stable than 

its reduced (non-crossed-linked) counterpart, as revealed by thermal precipitation studies. 

Following up with this study, Maithal et al. [35] engineered the mutation Tyr74Gly in 

order to determine to what extent the stability of PfTIM dimer is affected by a 

perturbation of the interface aromatic clusters. The results revealed that the stability and 

enzymatic activity of the mutant were significantly reduced. Fluorescence and circular 

dichroism experiments showed that both wild-type and Tyr74Gly PfTIMs displayed 

similar spectroscopic properties, suggesting that the mutation does not affect folding [35]. 

Further gel filtration of mutant PfTIM revealed that monomeric and dimeric species are 

in dynamic equilibrium, with the former predominating at low protein concentration. 

Low concentrations of urea (< 2 M) were also found to drive the equilibrium of mutant 

PfTIM toward its monomeric form [35]. More recently, the triple mutant 

Trp11Phe/Trp168Phe/Tyr74Trp was studied; this mutant possessed a 20-fold reduction in 

activity compared to the wild type enzyme [62]. 
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The importance of this residue has also been shown in other TIMs. For instance, 

Gomez-Puyou and co-workers reported a few benzothiazoles, which are able to 

specifically inhibit trypanosomal TIMs by binding at the dimer interface of the enzyme 

[63-65]. Further computational studies indicated that the inhibitory mechanism of 

trypanosomal TIM by benzothiazoles involves the binding to Phe74/Phe75 (equivalent to 

Tyr74 in PfTIM) and the subsequent destabilization of the aromatic clusters at the 

interface of the dimer [66-68]. This observation was confirmed by crystallographic 

studies of the complex benzothiazole-TIM, highlighting the importance of the residue 

Phe75 in the stability of T. cruzi TIM [69].  

 

1.6. Molecular dynamics simulations 

Molecular dynamics solves Newton’s equation of motion on an atomistic model 

of a system of N particles (i.e., the atoms of a protein) to obtain a trajectory of its motion. 

Each of these N particles will be characterized at time t by the corresponding position, 

velocity and acceleration vectors ,  and , respectively, where the subscript 

i labels the particle and the usual notation has been used to indicate differentiation with 

respect to time.  

( )i tr ( )i tr ( )i tr

This system is also characterized by a potential energy, V( ), and a 

kinetic energy, T( ). The potential energy is defined by the potential energy 

function to be used in the calculations and the kinetic energy is given by: 

1 2, , , nr r r

1 2, , , nr r r  

  2
1 2 n

1 1
T , ,..., m ( ) m ( )

2 2i i i i
i i

t  r r r r v    2 t              (Eq. 1) 
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where the summation extends to all the particles in the system, with corresponding 

masses mi. In Cartesian coordinates, taking into account that 

x y zi i i i  r i j k                   (Eq. 2) 

x y zi i i i  r i j k                    (Eq. 3) 

2 2 2x y zi i i i i   r r r     � 2
i                                         (Eq. 4) 

(where i, j and k denote the unit vectors along the x-, y- and z-axes, respectively) the 

above becomes 

   2 2 2
1 2 n

1
T , ,..., m x y z

2 i i i
i

 r r r                                (Eq. 5) 

The Lagrangian function is then defined as: 

L=T-V                                                                         (Eq. 6) 

 where T is the total kinetic energy, V is the total potential energy and L the Lagrangian. 

The equations of motion in the Lagrangian form are: 

j j

L L
0

q q

d

dt

 
 

 
                                                           (Eq. 7) 

with one equation for each coordinate qj (i.e., xj, yj or zj) and associated ; that is, in 

Cartesian coordinates there are 3N equations of motion.  

jq

Considering the dependence of the potential and kinetic energy functions, for the 

i-th particle the above equation yields: 
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 

 

 
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m z m z 0

z z z z

i i i i
i i i i

i i i i
i i i i

i i i i
i i i i

d d

dt dt

d d

dt dt

d d

dt dt

   
     

   

   
     

   

   
     

   

 


 


 


             (Eq. 8) 

In vector form, equations (8) may be collected in a single one, 

  V V V
m x y z m

x y zi i i i i i
i i i

   
          

i j k r i j k          (Eq. 9) 

which can be rewritten as: 

 
2

1 2 2
, , , m Vi

i n i

d

dt
  

r
F r r r i                                   (Eq. 10) 

Which shows that the force Fi, acting on the i-th particle, is derived from the potential V. 

That is, at any time t it must be 

2

2

1
V

m
i

i
i

d

dt
  

r
                                       (Eq. 11) 

with one such equation for each particle in the system.  Thus, the classical behavior of an 

ensemble of particles is expressed in terms of a set of N coupled, second-order 

differential equations; the designation coupled means that the equation for each particle 

depends on the positions of all the particles in the system. 
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1.7. Integration of the equations of motion 

Solving the equations of motion requires a numerical integration of the 

differential equations of motion. All the integration algorithms assume the positions r, 

velocities v and accelerations a can be approximated by a Taylor series expansion: 

2

2

2

1
( ) ( ) ( ) ( ) ...

2
1

( ) ( ) ( ) ( ) ...
2
1

( ) ( ) ( ) ( ) ...
2

t t t t t t t

t t t t t t t

t t t t t t t

  

  

  

    

    

    

r r v a

v v a b

a a b c

                        (Eq. 12) 

Among the available integration methods, the Leap-Frog algorithm for integration 

is most popularly used owing to its speed and accuracy. The equations for the Leap-Frog 

integrator are given as: 

1
( ) ( ) ( )

2
1 1

( ) ( ) ( )
2 2

t t t t t t

t t t t t

 

t



  

   

   

r r v

v v a
                                  (Eq. 13) 

and the velocities at time t are approximately: 

1 1 1
( )

2 2 2
t t t t            

v v v t 



                           (Eq. 14) 

In this algorithm, the velocities are first calculated at time 
1

2
t t ; these are 

used to calculate the positions, r, at time t + δt. Thus, the velocities “leap” over the 

positions, and then the positions “leap” over the velocities. 

The smaller the time-step in a simulation, the slower the simulation will run. 

However, very large time steps can cause instability due to unfavorable conformational 

jumps. Thus, the integration time step is dictated by the fastest degree of freedom in the 
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system and must be smaller than the inverse of the fastest frequency of vibration in the 

system. For polyatomic, bonded systems such as proteins, this is the vibration of 1,2 

bonded atoms along the bond axis. A time step of 1 femtosecond is normally used for 

biological molecules. However, this time step can be increased by using a “constrained 

dynamics” approach; here, high-frequency vibrations (i.e., those between hydrogen and 

heavier atoms) are frozen. This approach will be described in the next section.  

 

1.8. Constrained dynamics 

It has been shown that constraining the bond lengths between hydrogens and the 

heavier atoms can speed up the integration of the equations of motion while maintaining 

the dynamical properties observed in trajectories longer than 1 picosecond. One of the 

most popular algorithms to achieve such performance improvement is the SHAKE 

algorithm [70].  

When used after each unconstrained time-stepping is performed, the SHAKE 

algorithm iterates through a list of constraints starting from the first, and adjusts the 

positions of the atoms as each constraint is being applied. Thus, as the kth constraint, 

which fixes the bond length between atoms i and j, is about to be applied, any previous 

k′th constraint with k′ < k has already been applied; we call this the previous atom 

position. If there is no previous constraint, the previous atom position is the position 

resulting from the unconstrained time-stepping. 

The SHAKE algorithm makes the following adjustment to the previous atom 

position for atom i by: 

,i j

g

m
 

r
r                                    (Eq. 15) 
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where: 

2

1 1
2

i j

d
g

m m

 


 
  

 

r r

r r

�

�

                   (Eq. 16) 

Here, m is the mass of atoms i, j; d is the i–j target bond length for this kth 

constraint; r is the distance between atoms i and j before the last unconstrained time step, 

which  satisfies the constraint; r′ be the distance after all k′th constraints with k′ < k have 

been applied. 

 

1.9. Electrostatics with periodic boundary conditions 

Periodic boundary conditions allow for a simulation to be performed using a 

relatively small number of particles in such a way that the particles experience forces as 

though they were in a bulk solution [71]. This eliminates end effects, and the model is 

effectively simulated infinitely in x, y and z dimensions. The coordinates of the image 

particles, those found in the surrounding box are related to those in the primary box by 

simple translations. Forces on the primary particles are calculated from particles within 

the same box as well as in the image box. By doing this, it is also ensured that the number 

of particles N will remain constant throughout the simulation.  

When periodic boundary conditions are used in a molecular dynamics simulation, 

van der Waals and other short-range interactions can be easily calculated within the 

primary (unit) box. However, electrostatic interactions are long-range and usually reach 

beyond the neighboring boxes. To calculate the interaction between an ion and its 

periodic images, the Ewald sum is used [72]. 
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For N charged particles in a cubic unit box of edge length L in a lattice, the 

electrostatic potential energy among all ions in all copies of the unit box is: 

1

1 10

1
'

8

N N
zz

i j ij
n i j

V z z




 

 
  

 
  nr     (Eq. 17) 

where zi and zj are the charges on the ion, and the sum over n is the sum over all lattice 

points n = (nxL,nyL,nzL), with nx,ny,nz being integers; the prime excludes summing over 

the cases with i = j for n = 0. For faster convergence in the calculation of this potential 

energy, the Ewald summation is used instead: 
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                    (Eq. 18) 

Here, term I sums, in real space, the original charges with screening charges that 

are by construction Gaussian; term II cancels the contribution from the screening 

charges; term III corrects the self-energy of the screening charges that is included in term 

I. The value κ is an arbitrary parameter chosen to optimize the summation. In 

implementation, particle-mesh Ewald [73, 74], an algorithm that scales as N logN, is 

used. 
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1.10. Constant temperature and pressure 

The native ensemble used in molecular dynamics simulations is the one where the 

number of particles, the volume and energy remain constant. However, in order to mimic 

the conditions of biological systems, constant temperature and pressure need to be 

included in the simulation algorithm. To perform molecular dynamics simulations under 

constant temperature and constant pressure, the system is coupled to an external bath. 

The extent of such coupling is determined by a time constant.  

During each time step, the velocity of the atoms is proportionally scaled such that 

the change in temperature over this time-step T

dt

 satisfies 

 0

1

T

dT T
T T

dt dt 


      (Eq. 19) 

where T is the temperature of the system, T0 is the temperature of the bath, and τT is the 

temperature-coupling time constant. The velocity of the atoms v (each with mass m) and 

the system temperature are related through the kinetic energy through 

2

atoms

1 3

2 2 Bmv Nk T    (Eq. 20) 

where N is the total number of atoms and kB the Boltzmann constant. It follows that the 

velocity of each atom should be scaled from v to λv, where 

1

2
0λ 1

T

Tt

T




1
      

  
   (Eq. 21) 

Similarly, isotropic pressure coupling is achieved by scaling the boundary sizes 

and the coordinates of the atoms from l to μl, with 
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 
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3

0μ 1
p

t
p p




 
   
  

   (Eq. 22) 

where p is the system pressure, p0 the pressure of the external bath, and τp the  pressure 

coupling time constant. 

 

1.11. Potential energy function 

Theoretical studies of biological molecules permit the study of the relationships 

between structure, function and dynamics at the atomic level. Considering that most of 

the problems that one would like to address in biological systems involve thousands of 

atoms, it is not yet feasible to treat these systems using quantum mechanics. However, 

the problems become much more tractable when turning to empirical potential energy 

functions, which are much less computationally demanding than quantum mechanics. In 

such models, a single nuclear coordinate is used to represent atoms; this approach is 

justified in terms of the Born-Oppenheimer approximation.  

Current generation of potential energy functions (commonly referred to as force 

fields) provide a reasonably good compromise between accuracy and computational 

efficiency. They are often calibrated to experimental results and quantum mechanical 

calculations of small model compounds. Their ability to reproduce physical properties 

measurable by experiment is tested; these properties include structural data obtained from 

x-ray crystallography and NMR, dynamic data obtained from spectroscopy and inelastic 

neutron scattering and thermodynamic data. Among the most commonly used potential 

energy functions are the AMBER [75], CHARMM [76], and OPLS [77] force fields. The 

continuing development of force fields remains an intense area of research with 
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implications for both basic and applied research. We will use the CHARMM (Chemistry 

at HARvard Molecular Mechanics) force field for our simulations. Over the years, newer 

versions of the CHARMM force field have been optimized for simulation with 

biomolecules [78]. 

 

1.11.1. The CHARMM potential energy function 

The potential energy, V, is a function of the atomic positions r of all the atoms in 

the system; these are usually expressed in term of Cartesian coordinates. The value of the 

energy is calculated as a sum of bonded terms, Ebonded, which describe the bonds, angles 

and bond rotations in a molecule, and a sum of external or non-bonded terms, Enon-bonded, 

which include the van der Waals and electrostatic terms. The potential energy function 

can be then written as: 

V( ) ( ) ( )bonded non bondedE E  r r r                  (Eq. 23) 

 

1.11.2. Bonded energy terms 

The Ebonded term is expressed as a sum of three terms: 

bonded bond angle dihedralE E E E                      (Eq. 24) 

The first term in the above equation is a harmonic potential representing the 

interaction between atomic pairs where atoms are separated by one covalent bond, i.e., 

1,2-pairs. This is the approximation to the energy of a bond as a function of displacement 

from the ideal bond length, b0. The force constant, kb, determines the strength of the 

bond. Both ideal bond lengths b0 and force constants kb are specific for each pair of 
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bound atoms, i.e. depend on chemical type of atoms-constituents. The equation 

representing this term is given as 

2
0(bond b

bonds

)E k b b                                 (Eq. 25) 

 Values of force constant are often evaluated from experimental data such as infrared 

stretching frequencies or from quantum mechanical calculations. Values of bond length 

can be inferred from high resolution crystal structures or microwave spectroscopy data. 

The second term in above equation is associated with alteration of bond angles θ 

from ideal values θ0, which is also represented by a harmonic potential. Values of θ0 and 

kθ depend on chemical type of atoms constituting the angle. These two terms describe the 

deviation from an ideal geometry; effectively, they are penalty functions and that in a 

perfectly optimized structure, the sum of them should be close to zero. The mathematical 

expression for this term is  

2
0(angle

angles

E k )              (Eq. 26) 

The third term represents the torsion angle potential function which models the 

presence of steric barriers between atoms separated by 3 covalent bonds (1,4 pairs). The 

motion associated with this term is a rotation, described by a dihedral angle � and a 

coefficient of symmetry n around the middle bond. This potential is assumed to be 

periodic and is often expressed as a cosine function: 

(1 cos( ))dihedral
dihedrals

E k n            (Eq. 27) 

 21



In addition to these term, the CHARMM force field has two additional terms; one 

is the Urey-Bradley term, which is an interaction based on the distance between atoms 

separated by two bonds (1,3 interaction). The second additional term is the improper 

dihedral term (see the section on CHARMM) which is used to maintain chirality and 

planarity of groups.  

1.11.3. Non-bonded energy terms 

The energy term representing the contribution of non-bonded interactions in the 

CHARMM potential function has two components, the van der Waals interaction energy 

and the electrostatic interaction energy. Some other potential functions also include an 

additional term to account for hydrogen bonds; however, in the CHARMM force field, 

hydrogen bonds are modeled as a combination of electrostatic and van der Waals 

interactions. The general expression for the non-bonded energy in the CHARMM force 

field is: 

non bonded VdW electrostaticE E E             (Eq. 28) 

The van der Waals interaction between two atoms arises from a balance between 

repulsive and attractive forces. The repulsive force arises at short distances where the 

electron-electron interaction is strong. The attractive force, also referred to as the 

dispersion force, arises from fluctuations in the charge distribution in the electron clouds. 

The fluctuation in the electron distribution on one atom or molecules gives rise to an 

instantaneous dipole which, in turn, induces a dipole in a second atom or molecule giving 

rise to an attractive interaction. Each of these two effects is equal to zero at infinite 

separation r between atoms i and j and become significant as the distance decreases. The 
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attractive interaction is longer range than the repulsion but as the distance become short, 

the repulsive interaction becomes dominant. This gives rise to a energy minimum. 

Positioning of the atoms at the optimal distances stabilizes the system. Both values of 

energy at the minimum εij and the optimal separation of atoms σij (which is roughly equal 

to the sum of van der Waals radii of the atoms) depend on chemical type of these atoms. 

The expression for the van der Waals potential is given as: 

12 6

4 ij ij
VdW ij

non bonded ij ij
pairs

E
r r

 




                  
                  (Eq. 29) 

Finally, the electrostatic interaction between a pair of atoms is represented by a 

Coulomb potential; D is the effective dielectric function for the medium and r is the 

distance between two atoms having charges qi and qj: 

i j
electrostatic

non bonded ij
pairs

q q
E

D

  r                 (Eq. 30) 
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1.12. Justification 

Despite the biochemical and biophysical data available for the role of Tyr74 in the 

stability of PfTIM, its exact role in the homodimerization, stability and function of the 

dimer remains unknown. Thus, complementing existent experimental data with high-

resolution molecular dynamics simulations is attractive from two standpoints. First, by 

analyzing the effect of a perturbation at position Tyr74, it is possible to further 

understand the role of this residue in the formation, stability and functional dynamics of 

PfTIM, which in turn will shed new light on how interface Tyr74-mediated aromatic 

clusters link structure with catalytic function. Second, once we have understood the role 

of Tyr74-mediated aromatic clusters, this information can be used to rationally design 

and optimize synthetic molecules that selectively perturb the stability of TIM dimer. By 

doing so, better drugs with optimized effectiveness and reduced side effects can be 

developed against parasitic diseases such as malaria and Chagas’.  
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1.13. Hypothesis 

Taking into consideration that Tyr74 is a structurally conserved residue, I 

hypothesize that Tyr74 possess a crucial role in homodimerization, stability and function 

of triosephosphate isomerase from Plasmodium falciparum via aromatic interactions.  
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1.14. General and specific aims 

1.14.1. General aim 

The purpose of this study is to determine whether Tyr74, a key member of the 

interface aromatic clusters of PfTIM, only plays a role in the stability of the dimer or it 

partakes in monomer-monomer molecular recognition and functional dynamics required 

for catalytic activity.     

 

1.14.2. Specific Aims 

Aim 1. Evaluate the importance of Tyr74 in the folding and structural stability of 

monomeric PfTIM.  

Aim 2. Understand the role of Tyr74 in the homodimerization mechanism.  

Aim 3. Determine the participation of Tyr74 in the structural stability of the 

interface in the dimer.  

Aim 4. Correlate the presence of Tyr74 at the interface with the native collective 

motions of the dimeric PfTIM.  
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2. Methods 

2.1. Preparation of monomeric PfTIM  

The crystal structure of PfTIM (resolution of 2.2 Å) was used as starting coordinates 

for the simulations (PDB accession code: 1YDV). Considering that the native structure of 

PfTIM is homodimer in the crystal structure, only the subunit A (as labeled is the crystal 

structure) was used in this study to simulate the dynamics of monomeric PfTIM. The 

rationale for choosing subunit A is that there are no structural differences between the two 

monomers, as revealed by backbone superimposition. The Tyr74Gly mutation was modeled 

using PSFGEN, a standalone program included in NAMD 2.6 [79]. Side chain ionization 

states of both monomeric wild-type and Tyr74Gly PfTIMs were adjusted to a pH of 7.0 

using the program PROPKA [80]. Hydrogen atoms and –NH3
+ and –COO- termini were 

added using PSFGEN. Both monomers were placed in the center of a TIP3P water box with 

a margin of ~20 Å between the protein and the boundaries of the periodic box. Chlorine and 

sodium counterions were added to yield a neutral charge on the system, and to produce a 

physiological ionic strength. Protein, water and ions were modeled with the CHARMM 

27 force field [76, 78].  

 

2.2. Preparation of dimeric PfTIM 

As we are interested in the native dynamics of the monomer and its perturbation by 

the mutation of Tyr74 to glycine, we prepared the wild-type and mutated PfTIM dimer. 

Considering that the native structure of the triosephosphate isomerase is a homodimer, two 

identical mutations at the interface (i.e., one per monomer) were modeled at the interface of 

PfTIM. The structure of the wild-type PfTIM was retrieved from the Protein Data Base 
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(PDB code: 1YDV). The mutation Tyr74Gly was generated with PSFGEN. Side-chain 

ionization states of the dimers were adjusted to a pH of 7.0 using the program PROPKA 

[80]. N and C termini were kept as –NH3
+ and –COO-, respectively. Wild-type and mutant 

dimers were placed in a box of TIP3P water with a margin of ~20 Å between the protein and 

the boundaries of the periodic box. Chlorine and sodium counterions were added to 

produce a neutral charge on the system, and to produce a ionic strength of ~150 mM. 

Protein, water and ions were modeled with the CHARMM 27 force field [76, 78]. 

 

2.3. Preparation of disulfide cross-linked and non-cross-linked PfTIM 

In accordance with experimental studies [36], we modeled the symmetric mutant 

Tyr74Cys using the procedure described above. Two individual systems were prepared: one 

where each Tyr74Cys mutant at the interface is left in its reduced form and one where 

Cys74 was cross-linked with Cys13 from the adjacent subunit (oxidized form). The 

ionization states of each dimer were assigned using PROPKA [80], and hydrogen atoms 

were added with PSFGEN. Each system was embedded in a box of water with margins of 

~20 Å. The ionic strength of the systems was further adjusted to ~ 150 mM.  

  

2.4. Molecular dynamics simulations 

Molecular dynamics simulations were performed using the program NAMD 2.6 

[79]. An NPT ensemble was used for systems studied at 310 K and 333 K, whereas an NVT 

ensemble was used for systems simulated at a temperature of 400 K; in the latter case, the 

volume of the systems was adjusted to that obtained at 310 K, and fixed throughout the 

simulation time. Periodic boundary conditions [71] were imposed on the systems. The 
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electrostatic term is described by using the particle mesh-Ewald algorithm [73, 74]. The 

non-bonded cutoff, switching distance and non-bonded pair-list distance were set to 9, 8 and 

10.5 Å, respectively. The SHAKE [70] algorithm for bonds to hydrogen atoms allowed a 2 

fs time step; the impulse-based Verlet-I multi-step method was used with 2 fs for bonded, 4 

fs for short-range non-bonded and 8 fs for long-range electrostatic forces. Constant pressure 

(for systems simulated under constant pressure conditions) and temperature on the systems 

are maintained with an isotropic Langevin barostat and a Langevin thermostat, respectively. 

Thousand steps of conjugate gradient algorithm were used to minimize each system with 

restraints to protein backbone, followed by 1000 steps without restraints. Systems were 

warmed up for 60 ps each and equilibrated for 2 ns with lower restraints. Production runs 

were continued for eight independent systems as described in Table 1, for a cumulative 

total simulation time of 1.3 μs. 

Table 1. Summary of the characteristics and conditions of the systems studied. 

aNPT, Fixed number of atoms, pressure and temperature; NVT, Fixed number of atoms, volume and temperature 

System 

 

Number of 
atoms 

Number 
of waters  

Temperature 
(K) 

Ensemble 
useda 

Length of 
simulation 

Wild-type PfTIM, monomer 75,023 23,681 310 NPT 150 ns 

Tyr74Gly PfTIM, monomer 75,024 23,686 310 NPT 150 ns 

Wild-type PfTIM, dimer 120,546 37,544 310 NPT 200 ns 

Tyr74Gly PfTIM, dimer 120,548 37,548 310 NPT 200 ns 

Wild-type PfTIM, dimer 120,546 37,544 400 NVT 150 ns 

Tyr74Gly PfTIM, dimer 120,548 37,548 400 NVT 150 ns 

Tyr74Cys PfTIM, oxidized  120,186 37,426 333 NPT 150 ns 

Tyr74Cys PfTIM, reduced 120,235 37,441 333 NPT 150 ns 
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2.5. Analysis of trajectories 

2.5.1. Analysis of the secondary structure 

In order to track the stability of the secondary structure of the triosephosphate 

isomerase in the simulations, the STRIDE algorithm to identify the secondary structure 

motifs will be used [81]. STRIDE is a program to recognize secondary structural 

elements in proteins from their atomic coordinates. It performs the same task as DSSP by 

Kabsch and Sander [82] but utilizes both hydrogen bond energy and main-chain dihedral 

angles rather than hydrogen bonds alone. It relies on database-derived recognition 

parameters with the crystallographers’ secondary structure definitions as a standard-of-

truth. The secondary structure analysis is implemented in VMD 1.8.7 [83]. 

 

2.5.2. Root mean square deviation 

The root mean square deviation (RMSD) is the measure of the average distance 

between the backbones of superimposed proteins. In the study of globular protein 

conformations, one customarily measures the similarity in three-dimensional structure by 

the RMSD of the Cα atomic coordinates after optimal rigid body superposition. 

A widely used way to compare the structures of biomolecules or solid bodies is to 

translate and rotate one structure with respect to the other to minimize the RMSD. 

Coutsias, et al. [84] presented a simple derivation, based on quaternions, for the optimal 

solid body transformation (rotation-translation) that minimizes the RMSD between two 

sets of vectors. They proved that the quaternion method is equivalent to the well-known 

formula due to Kabsch [85]. 

The mathematical expression of the RMSD is written as: 
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where δ is the distance between N pairs of equivalent atoms (usually Cα). Normally a 

rigid superposition which minimizes the RMSD is performed, and this minimum is 

returned. Given two sets of n points v and w, the RMSD is defined as follows: 
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RMSD for all trajectories was computed with VMD 1.8.7 [83]. 

2.5.3. Root mean square fluctuations of the Cα trace 

The root mean square fluctuations (RMSF) of the Cα atoms from their average 

positions are of high interest because of their relationship to the atomic temperature 

factors (B) obtained in x-ray diffraction studies of crystal structures. The mean-square 

fluctuations can be calculated using: 
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        (Eq. 33) 

where T is the time over which one wants to average, and  ix  is the reference position of 

particle i. Typically this reference position will be the time-averaged position of the same 

particle i, i.e.  ix . 
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Note that where the difference between RMSD and RMSF is that with the later the 

average is taken over time, giving a value for each particle i. With RMSD the average is 

taken over the particles, giving time specific values. As for RMSD, RMSF values were 

computed with VMD 1.8.7 [83]. 

2.5.4. Fraction of native contacts at the interface 

The fraction of native contacts between Cys13 and loop 3 were calculated using  

TCL scripting in VMD [83]. The fraction of native contacts were calculated using the 

structure of PfTIM at t=0 ns as a reference. A contact is considered when the distance 

between Cα atoms of two residues of different chains is ≤ 7 Å. 

 

2.5.5. Ramachandran plots and solvent accessibility 

Ramachandran values were extracted using TCL scripting in VMD [83]. Dihedral 

angles φ and ψ were evaluated separately for each structure in the trajectories and 

mapped onto a 2D scatter plot. Solvent-accessible surface area (SASA) was calculated 

for Cys13 side chain in the trajectories. SASA was calculated using a probe radius of 1.4 

Å. We automatically evaluated SASA for each conformation in the trajectories using 

VMD [83]. 

   

2.5.6. Principal component analysis 

The motions of a protein may be broken down into their principal components by 

principal component analysis (PCA), also known as essential dynamics analysis [86-88]. 

Thus, considering only the Cα atoms, the N-residue trajectory can be considered as a 

vector function of time t, namely 
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of size f = 3N, containing the Cartesian coordinates at time t for residue 1 in the x-

direction, residue 1 in the y-direction, . . . , up to residue N in the z-direction. The ij-entry 

Cij of the covariance matrix C is the covariance of the positions for two degrees of 

freedom i and j, namely,   ( ) ( )ij i i j jt t t
C r t r r t r    where 

T
� is the time average 

over the whole trajectory. Principal component analysis diagonalizes C by solving = 

TTCT, so as to obtain the diagonal matrix with the diagonal entries being the 

eigenvalues ranked by magnitude. The cth column of the transformation matrix T is the cth 

eigenvector vc, that is, T = [v1,v2,…,v f  ]. Principal component analysis (PCA) of the 

trajectories was performed using GROMACS [89], and generation of the plots describing 

collective motions was done using the Dinatraj server [90].   

 

2.5.7. Visualization of trajectories and structure rendering 

 Visualization of the trajectories generated by NAMD was performed using VMD 

1.8.7 [83]. Rendering of structures was done with Tachyon, which is included in VMD 

[83]. 
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3. Results  

3.1. Structural stability of monomeric PfTIM 

An important feature we address in this study is whether Tyr74Gly mutation can 

induce considerable perturbation in the native secondary structure content of monomeric 

PfTIM. To determine the effect of the mutant on the secondary structure, we calculated 

the fraction of secondary structure averaged over the 150 ns of simulation (Figure 9). We 

found that the structural fractions are almost identical for both wild-type and mutant 

monomeric PfTIM, clearly indicating that mutation of Tyr74 to glycine does not produce 

any significant changes in the stability of the secondary structure of the monomer, in 

agreement with circular dichroism spectroscopy [35].        

 

Figure 9. Percentage of secondary structure content for wild-type and 
mutant monomers. 

 

In order to evaluate the effect of Tyr74Gly on the structural stability and global 

dynamics of the monomer, we computed root mean square deviation (RMSD) of each 

structure in the trajectories of the wild-type and mutant PfTIMs. RMSD was calculated 

by superimposing the Cα trace of each snapshot using the structure at t=0 ns as a 
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reference (Figure 10). RMSD plots showed that both monomers have not extensively 

deviated from the reference structure, implying that the tertiary structure is largely 

conserved despite the mutation of Tyr74 to glycine. In addition, RMSD values do not 

differ much between monomeric wild-type and mutant PfTIM in the 150-ns trajectories, 

suggesting that in this timescale the mutant Tyr74Gly does not affect the global dynamics 

of the monomer.  

 
 
Figure 10. Root mean square deviations of wild-type and Tyr74Gly PfTIM 
monomers.  

 

Root mean square fluctuations (RMSF) of Cα atoms about their average positions 

were computed for each residue of wild-type and mutant PfTIM monomers (Figure 11). 

The most mobile parts of wild-type monomeric PfTIM are the connecting loops and the 

N- and C-termini of the protein. Loops 1, 3 and 6 are especially more flexible compared 

to the rest of the protein; such increased flexibility is not surprising, as loop 1 and 3 

undergo disorder-to-order transitions upon dimerization, whereas the intrinsic flexibility 

of loop 6 is essential for catalysis [9, 30]. Although replacement of Tyr74 by glycine did 

not produce any significant change in the secondary and tertiary structure of monomeric 
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PfTIM, the mutation might produce noticeable changes in the local dynamics of loop 3 

(Figure 11). Interestingly, Tyr74Gly did not induce important changes in the local 

flexibility, as the average values of RMSF of loop 3 are 2.45 Å and 2.25 Å for wild-type 

and mutant monomers, respectively. Likewise, Tyr74Gly did not seem to appreciably 

affect the mobility of Cα atoms of other regions compared to the wild-type monomer. 

                    

 

Figure 11. Root mean square fluctuations of Cα atoms about their average positions 
computed for wild-type and Tyr74Gly PfTIM monomers. Green, purple and grey shading 
indicate the location of loops 1, 3 and 6, respectively.   

3.2. Effect of the mutation Tyr74Gly on the structure of the dimer  

Experiments have shown that Tyr74Gly significantly reduces the stability of the 

dimer [35], although the exact destabilization mechanism is not yet clear. Therefore, we 

performed MD simulations of wild-type and Tyr74Gly dimers. Analysis of the fraction of 

secondary structure showed that mutation of Tyr74 to glycine does not significant affect 

the folding of the subunits of dimeric PfTIM (Table 2). Likewise, the tertiary structure of 

each subunit remained unchanged during the 200 ns of simulation. Time-dependent 
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RMSD was calculated for wild-type and mutant dimers by superimposing the Cα trace of 

each snapshot using the coordinates of equilibrated dimers as a reference (Figure 12). 

RMSD of the wild-type dimer did not largely deviate from the original structure 

(<RMSD> = 2 Å) in this timescale. Similarly, the quaternary structure of the mutated 

dimer remained fairly stable between 0 and 140 ns (<RMSD> = 2 Å); however, a sudden 

increase of 1 Å in the RMSD was observed in the mutant at t=145 ns.  

 

Table 2. Percentage of secondary structure content for wild-type and mutant dimers at 310K. 
 Wild-type 

(Monomer A) 

Wild-type 

(Monomer B) 

Tyr74Gly 

(Monomer A) 

Tyr74Gly 

(Monomer B) 

α-helix 45 ± 2 46 ± 2 45 ± 2 45 ± 2 

β-sheet 18 ± 1 17 ± 1 17 ± 1 17 ± 1 

Turn 18 ± 3 17 ± 2 18 ± 3 17 ± 2 

Coil 19 ± 2 20 ± 2 20 ± 2 21 ± 2 

 

To determine if this increase in the RMSD is the result of a conformational 

perturbation at the interface due to the removal of Tyr74, we calculated the RMSF of 

each residue and subunit of wild-type and mutant dimers (Figure 13). Compared to the 

monomeric form of PfTIM (Figure 11), loops 1 and 3 of each subunit of the wild-type 

dimer are considerably less flexible, although active site loop 6 conserves its flexible 

nature. These structural properties inherent to the wild-type form of the dimer are not 

observed when the mutation Tyr74Gly is introduced at the interface. This mutation 

increases the flexibility of loop 1 in both subunits compared to the wild-type form. In 

fact, the structural fluctuations of loop 1 induced by this mutation are comparable to 

those observed in the isolated monomers. Likewise, Tyr74Gly induces a shift in the 
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backbone fluctuations of loop 3 of subunit B (Figure 13B). Tyr74Gly also induces an 

appreciable increase in the dynamics of loop 6 of subunit B.   

 
Figure 12. Root mean square deviations of wild-type and Tyr74Gly PfTIM dimers 
simulated at T=310K. 

3.3. Perturbation of native contacts at the interface induced by Tyr74Gly 

To monitor the effect of Tyr74Gly on intermonomeric contacts between loops 1 

and 3, we calculated the fraction of intermolecular native contacts between Cys13 (loop 

1) and loop 3 of adjacent subunit (QCys13, Figure 14). We chose Cys13 as (a) in the 

native state of the dimer, it makes critical contacts with loop 3 and (b) its side chain 

becomes entirely buried upon dimerization.  

At physiological temperature, contacts between Cys13 and loop 3 in the wild-type 

dimer are held together by favorable electrostatic and van der Waals interactions 

(<Eint>≈-20 kcal/mol). Given the inherent flexibility of loop 3, the value of QCys13 is 

expected to fluctuate in the trajectory of the wild-type dimer; Figure 14A and B (blue 

line) show continuous shifts in time-dependent QCys13, in agreement with this assumption. 
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Nevertheless, residue Cys13 of subunits A and B retains at least 50% of its native 

contacts with loop 3 (QCys13>0.5) during the entire 200 ns of simulation. Conversely, 

when Tyr74 is replaced with glycine, only 52% (subunit A) and 69% (subunit B) of the 

total simulation time satisfies a QCys13>0.5 (Figure 14, A and B, red line).  

 

 
Figure 13. Root mean square fluctuations of Cα atoms about their 
average positions computed for (A) subunit A and (B) subunit B of wild-
type and Tyr74Gly PfTIM dimers. Green, purple and grey shading indicate 
the location of loops 1, 3 and 6, respectively. 

High-temperature (400K) 150-ns MD simulations of the dimer were used to 

accelerate the possible order-to-disorder transitions induced by Tyr74Gly. Despite the use 

of high temperature, both wild-type and mutant dimers retain most of their secondary and 

tertiary structure in this timescale. Furthermore, we observed that high temperature did 

not produce dramatic changes in the RMSF pattern of most of the protein compared to 
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that obtained at 310K. Nonetheless, the RMSF of loops 3 is 1-1.5 Å larger in the mutant 

compared to the wild-type, indicating that flexibility of this loop is increased when the 

side chain of Tyr74 is removed. This increase in flexibility is the result of a large loss of 

intermolecular contacts between Cys13 and loop 3 (Figure 15, A and B). For instance, 

only 5% (subunit A) and 20% (subunit B) of the total simulation time at 400K satisfies a 

QCys13>0.5, whereas native contacts are largely conserved in the wild-type PfTIM (76% 

and 97% of the total simulation time for subunits A and B, respectively). These 

observations also correlate with the increase of solvent-accessible surface area (SASA) of 

Cys13 in the dimeric mutant (Figure 16).          

 

Figure 14. Fraction of intermolecular native contacts between Cys13 and loop 3 
computed for wild-type (blue line) and Tyr74Gly (red line) PfTIM dimers at 310K. 
(A) Fraction of intermolecular contacts involving Cys13 of subunit A; (B) Fraction of 
intermolecular contacts involving Cys13 of subunit B. 
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Figure 15. Fraction of intermolecular native contacts between Cys13 and loop 
3 computed for wild-type (blue line) and Tyr74Gly (red line) PfTIM dimers 
at 400K. (A) Fraction of intermolecular contacts involving Cys13 of subunit A; 
(B) Fraction of intermolecular contacts involving Cys13 of subunit B. 

 

3.4. Mutation-induced alteration in the backbone conformation of Lys12 

 The x-ray structure of PfTIM dimer has revealed that active site residue Lys12 

lies within a less favorable, albeit generously allowed, region of the Ramachandran plot 

(φ≈50º, ψ≈-150º) [24]. As similar Ramachandran values have also been observed in other 

TIM structures, it is assumed that this particular conformation is required for catalytic 

function. As the structure of the region surrounding Cys13 is affected by the mutant 
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Tyr74Gly, we analyzed the mutation-induced alteration in the backbone conformation of 

Lys12. 

 
Figure 16. Solvent-accessible surface area of Cys13 calculated for wild-type 
(blue line) and Tyr74Gly (red line) PfTIM. (A) and (B) correspond to Cys13 of 
subunits A and B, respectively. 

 

 First, we mapped φ and ψ angles of Lys12 onto the Ramachandran plot for each 

structure in the trajectory of wild-type monomeric PfTIM (Figure 17). Analysis of the 

Ramachandran plot revealed the existence of three populated clusters. The first cluster 

(Figure 6, orange oval) corresponds to the Ramachandran values observed in the crystal 

structure of the dimer; this conformation remains fairly stable in the trajectory for the first 

24 ns. After this period of time, the conformation of Lys12 shifts rapidly to populate a 

second cluster in the right-handed α-helical region (φ≈-60º, ψ≈-60º) and the so-called 
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“bridge region” (Figure 17, green oval) [91]. Lys12 spends the last 30 ns of simulation 

populating a backbone conformation having dihedral angles of φ≈-150º and ψ≈0º (Figure 

6, purple oval). All these conformational transitions fall within the limits of the 

energetically allowed regions of the Ramachandran plot. It is worth mentioning that after 

the initial 24 ns of simulation, Lys12 does not adopt a conformational similar to that in 

the dimer (φ≈50º, ψ≈-150º). This observation indicates that, in spite of being 

energetically allowed, this particular backbone conformation does not natively exist in 

the monomeric form of PfTIM.    

 Lys12 showed similar conformation patterns in the simulations of wild-type and 

Tyr74Gly dimers at 310K. The backbone dihedral angles of Lys12 were φ≈50º and ψ≈-

150º in each subunit of the wild-type and mutant dimer. Although the free energy of the 

unbound-to-bound-like conformational transition of Lys12 in the monomer is rather small 

(ΔG≈1 kcal/mol), local stabilizing interactions at the interface of the dimer may increase 

 

Figure 17. Ramachandran plot of residue Lys12 in the wild-type 
monomeric PfTIM. Each oval represents a particular population of 
backbone conformations in the trajectory (see text for interpretation). 
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this free energy difference. As this energy barrier may not be overcome at T=310K in the 

sub-microsecond timescale, structural transitions of Lys12 in the dimer were accelerated 

using MD simulations at T=400K. Despite the high temperature, Lys12 of each subunit in 

the wild-type dimer was able to retain its native bound-like conformation (Figure 18A 

and B), in agreement with the results obtained for the wild-type dimer at 310K (φ≈50º, 

ψ≈-150º). A similar result was obtained for Lys12 of subunit B in the dimeric mutant 

(Figure 18D); however, the removal of Tyr74 side chain induces a change in the 

backbone conformation of Lys12 similar to that observed in the free monomeric wild-

type (Figure 18C).   

 

 

Figure 18.  Ramachandran plot of residue Lys12 in dimeric PfTIM. (A) and (B) 
correspond to Lys12 of subunits A and B of wild-type PfTIM dimer, respectively. (C) and (D) 
correspond to Lys12 of subunits A and B of Tyr74Gly PfTIM dimer. The arrow in (C) 
indicates the conformational transition of Lys12 in the simulation. 
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3.5. The effect of disulfide cross-linking at the interface   

It has been observed that the mutation of Tyr74 with cysteine followed by 

chemical cross-linking with Cys13 produces a PfTIM with similar stability to that 

observed for the wild-type form of the dimer [36]. This observation suggests that Tyr74 

somehow participates in the stability of the interface. To address this issue, we performed 

two MD simulations of dimeric Tyr74Cys mutants: one where Cys13 and Cys74 are 

connected by a disulfide bond (oxidized PfTIM) and one where Cys13 and Cys74 are not 

cross-linked (reduced PfTIM). 

 

 

Figure 19. Superimposition of the final structures (t=150ns) of reduced (cyan) and oxidized 
(green) PfTIM, showing the conformational changes of loops 1 and 3 induced by the absence of 
cross-linking between mutant Tyr74Cys and Cys13. Loop 1 is shown in blue (reduced) and purple 
(oxidized), whereas loop 3 is shown in red (reduced) and orange (oxidized). 

In terms of structural stability, reduced PfTIM showed an increase in the RMSD 

of 1 Å compared to oxidized PfTIM, indicating that cross-linking at the interface has a 

stabilizing effect. Backbone superimposition of oxidized and reduced PfTIM showed that 

these structural changes in the latter result from the loss of favorable contacts between 

loop 1 and 3 (Figure 19). We further calculated the side chain solvent-accessible surface 
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area (SASA) of Cys13 to evaluate to what extent cross-linking enforces solvent 

inaccessibility (Figure 20). Contrary to what it was expected, Cys13 of subunit A 

becomes more accessible to solvent in the oxidized form of PfTIM compared to its 

reduced form (Figure 20A). However, this pattern is different for subunit B, where 

SASA of Cys13 in the reduced form is larger than that observed in the oxidized PfTIM 

(Figure 20B). The exposure of Cys13 in both oxidized and reduced forms of PfTIM 

results in the decrease of intermolecular native contacts between loop 1 and loop 3 

(Figure 21). Unlike the wild-type form of PfTIM, the oxidized PfTIM is unable to 

preserve more than 50% of the native contacts for more than a half of total simulation 

time; comparable results are obtained for reduced PfTIM.   

 

Figure 20. Solvent-accessible surface area of Cys13 calculated for reduced (red line) 
and oxidized (blue line) PfTIM. (A) and (B) correspond to Cys13 of subunits A and B, 
respectively. 

 

 46



 
 
Figure 21. Fraction of intermolecular native contacts between Cys13 and loop 3 
computed for oxidized (blue line) and reduced (red line) PfTIM. (A) Fraction of 
intermolecular contacts involving Cys13 of subunit A; (B) Fraction of intermolecular 
contacts involving Cys13 of subunit B. 
 

 

In light of the fact that disulfide cross-linking neither reduces solvent accessibility 

of Cys13 nor restores the native contacts between loops 1 and 3, it is expected that the 

structure of loops 1 and 3 is dramatically affected in both oxidized and reduced forms of 

PfTIM. Superimposition of initial and final structures in the trajectories revealed that, 

while the native conformation of loop 3 is affected in both cross-linked and non-cross-

linked dimers, the structure of loop 1 seems well preserved in the oxidized form. As the 

backbone conformation of Lys 12 is sensitive to large changes at the interface, we 

obtained the Ramachandran plots of this residue for each subunit of the oxidized and 
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reduced PfTIM (Figure 22). To our surprise, the native backbone conformation of Lys12 

(φ≈50º, ψ≈-150º) does not change upon disulfide cross-linking (Figure 22A). In contrast, 

the absence of a disulfide bond between Cys13 and Cys74 produces a dramatic shift in 

the conformation of Lys12 (Figure 22B).   

 

 

Figure 22. Ramachandran plot of residue Lys12 in oxidized and reduced PfTIM. (A) and (B) 
correspond to Lys12 of subunits A and B of oxidized PfTIM dimer, respectively. (C) and (D) 
correspond to Lys12 of subunits A and B of reduced PfTIM dimer, respectively. 

3.6. Mobility of Tyr74 in the wild-type monomeric and dimeric PfTIM  

We analyzed the evolutionary conservation of Tyr74 using the CONSURF server 

[92]. We observed that this position is structurally conserved, as its residue variety is only 

limited to tyrosine and phenylalanine. Considering that recent studies have suggested that 

the mobility of conserved residues in protein-protein interfaces is restricted [93], we 

assessed the flexibility of Tyr74 in both monomeric and dimeric PfTIM. Flexibility was 
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evaluated through side chain RMSD following the strategy of Rajamani et al. [94]. To 

avoid systematic errors caused by translation motions, we calculated side chain RMSD 

by aligning all heavy backbone atoms of Tyr74; RMSD was calculated for every single 

structure in the trajectories, and equilibrated structures were used as a reference. 

 

 

 

Figure 23. (A) The root mean square deviation of Tyr74 of monomeric PfTIM with respect to the 
structure at t=0 ns. (B) Representative conformations of Tyr74 extracted with the clustering procedure; 
green structures correspond to the most populated cluster found in the trajectory, whereas the green 
structure represents the conformation of Tyr74 between 40 and 50 ns.  

Figure 23A shows that side chain RMSD of Tyr74 rapidly changes for about 3 Å 

in the first few nanoseconds of simulation of monomeric PfTIM. Except for the period of 

time between 40 and 50 ns, the side chain RMSD remains fairly steady throughout most 

of the simulation time, as expected for a structurally conserved residue. Most of the 

variations around the average RMSD (Figure 23A, black line) are the result thermal 

motions (i.e., the flipping of the aromatic ring in the picosecond timescale). Nonetheless, 

given the structural symmetry of the side chain, thermal motions have a negligible effect 

on the average mobility of Tyr74. This observation is supported by clustering using a 

maximum tolerance of 1 Å. This clustering procedure showed that Tyr74 side chain visits 
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two conformations during the entire simulation time; however, only one of these two 

conformations is significantly more populated (Figure 23B, green sticks).  

 

Figure 24. The root mean square deviation of Tyr74 of dimeric PfTIM 
with respect to the structure at t=0 ns. (A) corresponds to subunit A, 
whereas subunit B is labeled as (B). 

 

Tyr74 of PfTIM dimer remains conformational restrained in the subunit A 

(Figure 24A). Three conformations are observed for this residue. The most frequent 

conformation, which resembles to that observed in the crystal structure, is present during 

the first 125 ns of simulation (~63% of the total simulation time). Although the second 

(~33% of the time) and third (~4% of the time) conformations of Tyr74 of subunit A 

deviate from the crystal structure, they appear only as a result of a slight repacking of the 

aromatic cluster Phe-69-Tyr74-Tyr101-Phe102. Tyr74 from subunit B remains very 

 50



constrained during the entire simulation time (<RMSD>≈ 0.5Å), indicating that its 

packing in the aromatic clusters is not altered in this timescale (Figure 24B). 

 

3.7. Conservation of collective motions in the dimer 

The motions of a protein may be broken down into their principal components by 

principal component analysis (PCA) [86-88]. By combining MD simulations and PCA, 

Cansu and Doruker showed that dimerization of chicken TIM gives rise to rigid-body 

motions that are crucial for enzymatic activity [95]. As a large number of critical 

interactions at the interface involve loops 1 and 3, it is expected that modifications in the 

geometry of this region will affect the native rigid-body motions of the dimer. Thus, we 

extracted the principal components from the wild-type, Tyr74Gly, oxidized and reduced 

forms of PfTIM.  

The first principal component accounts for 37% and 40% of the overall motion in 

the wild-type and Tyr74Gly PfTIM dimer. For oxidized and reduced PfTIMs, the first 

principal component describes 44% and 29% of the overall motion of the dimer, 

respectively. We have plotted the rigid-body motions onto the three-dimensional 

structure of PfTIM (Figure 25). The rigid-body motion described by the first (and 

largest) principal component in wild-type PfTIM consists of a counter-rotation movement 

of the subunits (Figure 25A). This motion is consistent with that observed in the wild-

type dimeric form of chicken TIM [95]. More importantly, this motion is strongly 

coupled to the opening/closing of active site loop 6 [95]. In Tyr74Gly dimeric PfTIM, 

this motion is still present (Figure 25B); however the homogeneity and magnitude of 

counter-rotation movement is affected by the removal of Tyr74 side chain. In the reduced 
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form of PfTIM dimer, where the removal of native contacts and the perturbation of the 

native conformation of Lys12 are more evident, the native rigid-body motions described 

by the first principal component are not longer present (Figure 25D). Surprisingly, the 

counter-rotation movement observed in wild-type PfTIM dimer appears to be conserved 

in the oxidized form of PfTIM (Figure 25C), despite the large loss of native contacts 

between loops 1 and 3 (Figure 21) and increased accessibility of Cys13 (Figure 20).  

 

Figure 25. Collective motions corresponding to the first principal component of (A) wild-type 
PfTIM, (B) Tyr74Gly PfTIM, (C) oxidized PfTIM and (D) reduced PfTIM. The arrows, starting 
from the Cα of each residue, show the direction of the movement. 

 

 

 

 52



4. Discussion 

4.1. Summary of Results 

In the present study, we have performed MD simulations of PfTIM in the 

microsecond timescale to unveil the roles of the structurally conserved residue Tyr74 in 

the formation, stability and function of the PfTIM dimer. Here we studied two mutations 

of Tyr74 (Tyr74Gly and Tyr74Cys), provided that these mutants have been 

experimentally analyzed. Simulations of the monomeric PfTIM under physiological 

conditions revealed that mutant Tyr74Gly does not affect its folding and stability, in 

agreement with experimental data [35]. We also found that mutation of Tyr74 with 

glycine does not affect the native local dynamics of loop 3, which is essential for 

homodimerization. The trajectories of the dimer showed that the mutation does not affect 

the secondary and tertiary structure of its subunits; however, Tyr74Gly increases the 

flexibility of loops 1 and 3, decreases the fraction of native contacts between these two 

loops and alters the native bound-like backbone conformation of active site residue 

Lys12. Such effects were more noticeable when we used high temperature MD 

simulations to accelerate the mutant-induced conformational transitions of loops 1 and 3. 

Furthermore, the mutant also appears to affect the collective motions of the dimer that are 

required for catalytic activity. Disulfide cross-linking between Cys13 and the mutant 

Tyr74Cys appears to restore some of the native structural features of the interface (i.e. the 

bound-like backbone conformation of Lys12) and the wild-type-like collective motions of 

PfTIM dimer. 
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4.2. Tyr74 is a ready-made recognition motif for PfTIM homodimerization   

In agreement with the experimental data obtained by Maithal et al. [35], we have 

shown that Tyr74Gly does not affect the folding of monomeric PfTIM. Unfortunately, 

these experimental studies did not provide any information regarding the local structural 

changes that this mutation might induce in the monomer. As Tyr74 is located at the tip of 

loop 3, it is possible that its mutation with glycine may (a) induce a local 

increase/decrease in flexibility of loop 3 or (b) produce long-range changes in other 

regions of the monomer via allosteric communication, which may directly affect the 

conformational entropy of association [96]. However, neither of these scenarios are the 

case here, as Tyr74Gly does not produce any noticeable shifts in the local dynamics of 

monomeric PfTIM (Figure 11). Yet, experiments have shown that monomeric PfTIM 

holding this mutation is unable to self-associate at low protein concentrations [35]. If 

Tyr74 does not have an effect in folding and stability of the dimer, how does it influence 

PfTIM dimerization?  

 Although a large percentage of monomeric TIM possesses a well-defined three-

dimensional structure, approximately 20% of its primary structure remains natively 

disordered or unstructured. Recent experimental evidence have shown that intrinsically 

disordered proteins (IDPs) and intrinsically disordered regions (IDRs), which do not 

possess a well-defined 3D structure under physiological conditions are functional in their 

native state [97-100]. IDPs/IDRs are often found in protein-protein interactions (PPIs), 

thus fulfilling a number of key functional roles in the cell. Most importantly, many 

IDPs/IDRs undergo disorder-to-order transitions upon binding, ranging from the 
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restriction of the dynamics in the primary structure to the formation of a folded structure 

[101]. 

 Here, we highlight the importance of intrinsic disorder in PfTIM dimerization as 

two of its regions, loops 1 and 3, are intrinsically disordered in the monomeric form of 

the enzyme. The intrinsically disordered nature of these loops was assessed by using the 

FoldUnfold server, which predicts whether a region of a protein in likely to be disordered 

or not [63, 102]. The crystal structure of PfTIM has shown that upon binding, both 

regions undergo a disorder-to-order transition, where loops 1 and 3 do not become 

structured but have an important reduction in their accessible conformational states. In 

our trajectories, we observed that the removal of Tyr74 causes a large increase in the 

dynamics of loops 1 and 3 and the subsequent loss of native-like contacts between these 

two IDRs; this result clearly indicates that Tyr74 plays an essential role in the binding-

induced disorder-to-order transition of loops 1 and 3. This suggestion is supported by the 

fact that Tyr74 remains conformationally restricted even in the monomeric (unbound) 

form of PfTIM (Figure 23); conformationally restricted residues have been shown to act 

as anchor residues, which help avoiding kinetically costly structural rearrangements at the 

interface, allowing for a relatively smooth recognition process [94]. Here, the restricted 

mobility of the structurally conserved Tyr74 may facilitate the formation of native 

contacts between loops 1 and 3 without decreasing the binding kinetics via strong native-

like contacts [103] and a ‘fly-casting’ mechanism arising from intrinsic disorder [104]. 

The rigidity of Tyr74 is also essential for specificity in molecular recognition as it 

provides a ready-made recognition motif [105] for PfTIM homodimerization via the 

formation of aromatic clusters at the interface. This recognition specificity may be 
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enhanced by other factors such as the type of aromatic-aromatic interaction (i.e., Phe-Phe 

or Phe-Tyr), the geometrical arrangement of the aromatic residues (i.e., stacked or T-

shaped) and the hydrophobicity of the environment where the interaction takes place 

[58]. It is important to point out that, according to our simulations, Tyr74 may play a 

central role in a synergistic binding mechanism between loops 1 and 3. In this 

mechanism, both conformational selection and induced fit mechanisms participate in the 

binding of IDPs/IDRs, providing an efficient balance between kinetics and 

thermodynamics of binding [101]. In this particular case, the side chain of Tyr74 

undergoes a conformational selection that produces an induced fit of loop 1, as the 

bound-like geometry of this loop is not natively populated in the monomer (Figure 17). 

This disorder-to-order transition is responsible for the formation of the particular 

geometrical arrangement of loop 1 that allows Cys13 to fully interact with loop 3 and 

Lys12 to be locked in a favorable position for catalysis.  

   

4.3. The role of Tyr74 in the stability and function of PfTIM dimer 

There is strong experimental evidence showing that Cys13 plays a crucial role in 

the stability of PfTIM dimer. For instance, carboxyl methylation of Cys13 induced the 

formation of monomeric species, as detected by gel filtration [60]. Furthermore, the 

mutant Cys13Asp exhibited a reduced stability to denaturants and 7-fold reduction in the 

enzymatic activity [60]. A similar effect was observed when Cys14 of Trypanosoma 

brucei TIM (equivalent to Cys13 in PfTIM) was either exposed to sulfhydryl reagents or 

replaced with the other nineteen amino acids. In the case of Trypanosoma brucei TIM, 

sulfhydryl reagents produced large structural changes and abolition of catalysis [106], 
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whereas mutations induced low stabilities and enzymatic activities compared to the wild-

type dimer [107]. Although these studies have acknowledged the importance of Cys13 

for the stability of the dimeric form of PfTIM, our simulations and experimental data 

suggest that Tyr74 plays an equally important role in the stability of PfTIM dimer.   

  What is the exact role that Tyr74 plays in the stability of the dimer? High-

temperature MD simulations revealed that, once the side chain of Tyr74 is removed, 

Cys13-mediated favorable interactions are lost. This reduction of native contacts is the 

result of an increase in the accessible surface and a shift in the side chain orientation of 

Cys13. However, these simulations do not reveal whether this reduction of favorable 

interactions is the result of a cavity at the interface (as suggested by experiments [35, 36]) 

or a perturbation of the mechanical forces that stabilize Cys13-mediated interactions at 

the interface. In order to clarify the role of Tyr74 in the stability of the interactions at the 

interface, we analyzed the trajectories of oxidized and reduced PfTIM dimers. We 

observed that despite the presence of a cavity at the aromatic clusters of the interface, the 

reduction of native contacts and the increase of SASA of Cys13, the oxidized (cross-

linked) form of PfTIM forces loop 1 to preserve its native-like geometry (Figure 22A 

and B). This native bound-like geometry in the dimer is characterized by positive 

Ramachandran φ values of Lys12 [24], which forces the side chain of Cys13 to interact 

favorably with loop 3 (Figure 6). In the absence of cross-linking, both native contacts 

and geometry of loop 1 are lost. These results show that disulfide cross-linking mimics 

the function of Tyr74 at the interface, indicating that Tyr74 possesses a mechanical role 

via aromatic-aromatic interactions with Phe69, Tyr101 and Phe102.  

 57



  In addition to this mechanical role, Tyr74 actively participates in the function of 

PfTIM dimer. Recently, MD simulations of chicken TIM revealed that dimerization gives 

rise to collective motions that are absent in the monomer [95]. These collective motions, 

largely described by the first principal component, result in the counter-rotation of the 

subunits and the closure of loop 6. The results of these MD simulations suggested that 

these collective motions are necessary for TIM function [95]. Taking into consideration 

these observations, we extracted the collective motions described by the first principal 

component of wild-type, mutant, oxidized and reduced PfTIM dimer (Figure 13). 

Collective motions described by the first principal component of wild-type PfTIM are the 

same as for chicken TIM [95], suggesting that such motions are native in the dimeric 

TIM regardless of species. Surprisingly, Tyr74Gly mutant did not produce large 

structural changes at physiological temperature, but affected the native collective motions 

of the dimer (Figure 25B). What is even more surprising is that the oxidized form of 

PfTIM is able to maintain the native collective motions observed in the wild-type PfTIM 

(Figure 25C). Such motions are no longer present in the reduced form of PfTIM (Figure 

25D). These results suggest that native collective motions that contribute to the catalytic 

efficiency of PfTIM strongly depend on the preservation of intermolecular interaction 

between Tyr74 and Cys13.  

Hilser and Thompson have shown that site-to-site allosteric coupling is 

maximized when intrinsic disorder is present in the domains or segments containing one 

or both of the coupled binding sites [108]. Here, we observed that in the absence of 

Tyr74, the collective motions coupled to the closure motion of active site loop 6 are 

importantly affected. Hence, Tyr74 is possibly a link between intrinsic disorder and 
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allosterism in PfTIM, modulating subunit-subunit communication via coupled disorder-

to-order transitions of loops 1 and 3, resulting in the collective motions observed in the 

dimeric form of PfTIM. 
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5. Conclusions  

5.1. Tyr74 is not necessary for folding and structural stability of monomeric 

PfTIM. 

5.2. Tyr74 acts as an anchor residue, which is necessary for monomer-monomer 

molecular recognition via aromatic interactions.  

5.3. Tyr74 is required for the structural stability at the interface of the dimer.  

5.4. Tyr74 participates in both the disorder-to-order transitions of loops 1 and 3 

and the conformational stability of the catalytic residue Lys12. 

5.5. Tyr74 facilitates the coupling of loops 1 and 3, which gives rise to collective 

motions necessary for the catalytic efficiency of PfTIM. 
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6. Perspectives 

The first attempt to inhibit PfTIM through the disruption of monomer-monomer 

interactions was done by Singh et al. [61] Their approach consisted on using synthetic 

peptides whose sequences match loops 1 and 3. The authors observed that the peptide 

containing the sequence of loop 3 was able to inhibit dimerization with an IC50 of 600-

600 μM. Although the inhibitory potency of this synthetic peptide is modest, the results 

showed that PfTIM can be inhibited via the disruption of the native contacts at the 

interface [61]. Similar approaches have been used to selectively inhibit trypanosomal 

TIM [64, 69]; however, in these cases small organic molecules were used instead of 

synthetic peptides, with surprisingly good results [65].   

Our results showed a number of features of PfTIM that have not been taken into 

consideration in the rational design of drugs that perturb the stability of the dimer. First 

and foremost, the regions that account for most of the intermolecular contacts of dimeric 

PfTIM (loops 1 and 3) are intrinsically disordered. Upon binding, these regions undergo 

disorder-to-order transitions, which certainly play a determinant role in binding 

specificity. Furthermore, Tyr74 seems to modulate disorder-to-order transitions via 

aromatic-aromatic interactions at the interface. Considering this observations and 

previous drug design efforts, we propose that a synthetic molecule that inhibits PfTIM at 

the interface should fulfill the following characteristics: (a) it should be able to mimic 

Tyr74, necessary for binding at the aromatic clusters at the interface; that is, the 

pharmacophore model should include at least an aromatic moiety; (b) as intrinsic disorder 

is essential for PfTIM homodimerization, this feature should be mimicked by the 

potential inhibitor of PfTIM. Mimicking intrinsic disorder may increase binding 
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specificity for parasitic PfTIM without compromising effectiveness. Exploiting intrinsic 

disorder to target protein-protein interactions has been suggested recently [109, 110]; and 

(c) although the synthetic compound should not necessarily mimic the length of loop 3, it 

should be bulky enough to hinder the interaction between loops 1 and 3, which in turn 

will specifically prevent PfTIM homodimerization. 
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23Plasmodium falciparum triosephosphate isomerase (PfTIM) is known to be functional only as a homodimer.
24Althoughmany studies have shown that the interface Cys13plays amajor role in the stability of thedimer, a
25few reports have demonstrated that structurally conserved Tyr74may be essential for the stability of PfTIM
26dimer. To understand the role of Tyr74,wehave performedmolecular dynamics (MD) simulations ofmono-
27meric and dimeric PfTIM mutated to glycine and cysteine at position 74. Simulations of the monomer
28revealed thatmutant Tyr74Gly does not produce changes in folding and stability of themonomer. Interest-
29ingly, comparison of the flexibility of Tyr74 in themonomer and dimer revealed that this residue possesses
30an intrinsic restricted mobility, indicating that Tyr74 is an anchor residue required for homodimerization.
31Tyr74 also appears to play an important role in binding by facilitating the disorder-to-order transitions of
32loops 1 and 3, which allows Cys13 to form favorable interactions with loop 3 and Lys12 to be locked in a
33favorable position for catalysis. High-temperature MD simulations of the wild-type and Tyr74Gly PfTIM
34dimers showed that the aromaticmoiety of Tyr74 is necessary topreserve the geometry andnative contacts
35between loops 1 and 3 at the interface of the dimer. Disulfide cross-linking between mutant Tyr74Cys and
36Cys13 further revealed that Tyr74 stabilizes the geometry of loop 1 (which contains the catalytic residue
37Lys12) and the interactions between loops 1 and 3 via aromatic–aromatic interactions with residues
38Phe69, Tyr101, and Phe102. Principal component analysis showed that Tyr74 is also necessary to preserve
39the collective motions in the dimer that contribute to the catalytic efficiency of PfTIM dimer. We conclude
40that Tyr74 not only plays a role in the stability of the dimer, but also participates in the dimerization process
41and collective motions via coupled disorder-to-order transitions of intrinsically disordered regions, neces-
42sary for efficiency in the catalytic function of PfTIM.
43� 2009 Published by Elsevier Inc.

44

45

46 Introduction

47 Triosephosphate isomerase (TIM)1 is an enzyme which plays a
48 key role in the first phase of the glycolytic pathway as it catalyzes
49 the rapid and reversible isomerization of dihydroxyacetone phos-
50 phate to glyceraldehyde-3-phosphate. Additionally, TIM also has
51 an important role in gluconeogenesis, the hexosemonophosphate
52 shunt and fatty acid biosynthesis. TIM has been labeled as a
53 ‘‘perfect enzyme” because the chemical steps of the reaction are
54 accelerated sufficiently so that the diffusion steps are rate-limiting
55 [1–3].

56Like most TIMs, Plasmodium falciparum TIM (PfTIM) is func-
57tional only as a homodimer. Each monomer composed of 247 res-
58idues folds as a classical a/b-barrel structure, where eight b-sheets
59and eight a-helices form the inner and outer layers of the barrel,
60respectively; these a-helices and b-sheets are connected to each
61other by loops [4]. The highly conserved active site of PfTIM is lo-
62cated close to the C-terminus of the barrel, as it has been found in
63all other TIMs.
64The overall surface area buried in the interface of PfTIM is
65�1800 Å2 per subunit, which constitutes 15.5% of the total sol-
66vent-accessible area of the isolated subunits. In the PfTIM dimer,
6712% of the total polar surface and 19% of the total non-polar surface
68becomes solvent inaccessible upon dimerization [4]. The largest
69contribution to this buried area comes from loop 3, which interacts
70with loop 1 (particularly with residue Cys13) of the other subunit
71(Fig. 1A). Loop 3 (residues 69–79), which protrudes �13 Å out of
72the bulk of the monomer and docks to a narrow pocket close to
73the active site of the other subunit, contributes substantially to

0003-9861/$ - see front matter � 2009 Published by Elsevier Inc.
doi:10.1016/j.abb.2009.11.009
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74 intersubunit interactions [4]. This loop is crucial for dimer stability
75 as �80% of the intersubunit atom–atom contacts are involved in
76 this region, a feature noted in earlier studies of other TIMs [5–7].
77 Analysis of the 3D structure of PfTIM has revealed that dimer
78 stability arises from a combination of polar and non-polar interac-
79 tions. A large amount of interactions occur between Cys13 (loop 1)
80 from one subunit and loop 3 from the other subunit, forming a sol-
81 vent-inaccessible polar cage. In addition to Cys13, this polar cage is
82 constituted by the backbone of Phe69, Asn71, Gly72, Ser73, Tyr74
83 and Glu77; side chain–side chain interactions are also observed be-
84 tween Cys13 and Ser67, Glu77 and Ser79. Polar interactions
85 around this region have been also observed; for instance, a sub-
86 unit–subunit salt bridge between Glu77 and Arg98 was found in
87 the X-ray structure of PfTIM [4]. Among non-polar interactions that
88 stabilize the dimer, a relatively large hydrophobic patch is ob-
89 served at the interface of TIM. Such hydrophobic patch is formed
90 by residues Leu17, Val44 and Val46 of one subunit and Ile63,
91 Val78, Ile82, Ala83, Leu86 and Ile88 of the other subunit.
92 Although experimental studies have acknowledged the impor-
93 tance of residue Cys13 [8] as well as loops 1 and 3 [9] for the sta-
94 bility of PfTIM, the role of the structurally conserved interface
95 residue Tyr74 in the stability and function of TIM has not been
96 studied extensively. The backbone of Tyr74 interacts with Cys13

97via polar interactions, whereas its side chain participates in two
98symmetrical aromatic clusters at the interface (Fig. 1B). These aro-
99matic clusters are formed by Phe69 and Tyr74 from the loop 3 of
100one subunit and Tyr101 and Phe102 from the adjacent subunit
101(Fig. 1B). Gopal et al. studied the mutation of Tyr74Cys with the
102aim of creating a stable PfTIM dimer via disulfide cross-linking
103with interface Cys13. Surprisingly, they observed that the oxidized
104form (cross-linked) of TIM was significantly more stable than its
105reduced (non-crossed-linked) counterpart, as revealed by thermal
106precipitation studies [10]. Following up with this study, Maithal
107et al. engineered the mutation Tyr74Gly in order to determine to
108what extent the stability of PfTIM dimer is affected by a perturba-
109tion of the interface aromatic clusters [11]. The results revealed
110that the stability and enzymatic activity of the mutant were signif-
111icantly reduced. Fluorescence and circular dichroism experiments
112showed that both wild-type and Tyr74Gly PfTIMs displayed similar
113spectroscopic properties, suggesting that the mutation does not af-
114fect folding [11]. Further gel filtration of mutant PfTIM revealed
115that monomeric and dimeric species are in dynamic equilibrium,
116with the former predominating at low protein concentration.
117Low concentrations of urea (<2 M) were also found to drive the
118equilibrium of mutant PfTIM toward its monomeric form [11].
119More recently, the triple mutant Trp11Phe/Trp168Phe/Tyr74Trp
120was studied; this mutant possessed a 20-fold reduction in activity
121compared to the wild-type enzyme [12].
122While these studies have provided some valuable information
123regarding the role of Tyr74 in the stability of the PfTIM dimer, its
124involvement in the formation and enzymatic function at atomic le-
125vel remains unknown. In this study, we applied classical molecular
126dynamics (MD) simulations (cumulative total simulation time of
1271.3 ls) to study the role of Tyr74 in the stability and dynamics of
128dimeric PfTIM. In accordance with experimentally studied muta-
129tions of Tyr74 [10,11], we performed eight MD simulations of
130PfTIM: (a) monomeric and dimeric wild-type at 310 K, (b) mono-
131meric and dimeric mutant (Tyr74Gly) at 310 K, (c) dimeric wild-
132type and mutant (Tyr47Gly) at 400 K, (d) mutant (Tyr74Cys) at
133333 K and (e) mutant (Tyr74Cys) cross-linked with Cys13. The re-
134sults not only support experimental data on the stabilizing effect of
135Tyr74, but also revealed its participation in the dimerization pro-
136cess and collective motions via coupled disorder-to-order transi-
137tions of intrinsically disordered regions that give rise to the
138catalytic function of PfTIM.

139Computational methods

140Preparation of monomeric PfTIM

141The crystal structure of PfTIM (resolution of 2.2 Å) was used as
142starting coordinates for the simulations (PDB accession code:
1431YDV). Considering that the native structure of PfTIM is homodimer
144in the crystal structure, only the subunit A (as labeled is the crystal
145structure) was used in this study to simulate the dynamics ofmono-
146meric PfTIM. The rationale for choosing subunit A is that there are no
147structural differences between the two monomers, as revealed by
148backbone superimposition. The Tyr74Gly mutation was modeled
149using PSFGEN, a standalone program included in NAMD 2.6 [13].
150Side-chain ionization states of both monomeric wild-type and
151Tyr74Gly PfTIMs were adjusted to a pH of 7.0 using the program
152PROPKA [14]. Hydrogen atoms andANH3

þ andACOO� terminiwere
153added using PSFGEN. Bothmonomers were placed in the center of a
154TIP3Pwater boxwith amargin of�20 Åbetween the protein and the
155boundaries of the periodic box. Chlorine and sodium counterions
156were added to yield a neutral charge on the system, and to produce
157a physiological ionic strength. Protein,water and ionsweremodeled
158with the CHARMM 27 force field [15,16].

Fig. 1. (A) X-ray structure of dimeric PfTIM. Loops 1 and 3 are colored as purple and
orange, respectively; interface Cys13 is shown as van der Waals spheres. (B)
Location of the Tyr74-mediated aromatic clusters at the interface of PfTIM; the
square shows an enlarged view of these aromatic clusters. (For interpretation of the
references in color in this figure legend, the reader is referred to the web version of
this article.)
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160 As we are interested in the native dynamics of the monomer
161 and its perturbation by the mutation of Tyr74 to glycine, we pre-
162 pared the wild-type and mutated PfTIM dimer. Considering that
163 the native structure of the triosephosphate isomerase is a homodi-
164 mer, two identical mutations at the interface (i.e., one per mono-
165 mer) were modeled at the interface of PfTIM. The structure of the
166 wild-type PfTIM was retrieved from the Protein Data Base (PDB
167 code: 1YDV). The mutation Tyr74Gly was generated with PSFGEN.
168 Side-chain ionization states of the dimers were adjusted to a pH of
169 7.0 using the program PROPKA [14]. N and C termini were kept as
170 ANH3

þ and ACOO�, respectively. Wild-type and mutant dimers
171 were placed in a box of TIP3P water with a margin of �20 Å be-
172 tween the protein and the boundaries of the periodic box. Chlorine
173 and sodium counterions were added to produce a neutral charge
174 on the system, and to produce a ionic strength of �150 mM. Pro-
175 tein, water and ions were modeled with the CHARMM 27 force
176 field [15,16].

177 Preparation of disulfide cross-linked and non-cross-liked PfTIM

178 In accordance with experimental studies [10], we modeled the
179 symmetric mutant Tyr74Cys using the procedure described above.
180 Two individual systems were prepared: one where each Tyr74Cys
181 mutant at the interface is left in its reduced form and one where
182 Cys74 was cross-linked with Cys13 from the adjacent subunit (oxi-
183 dized form). The ionization states of each dimer were assigned
184 using PROPKA [14], and hydrogen atoms were added with PSFGEN.
185 Each system was embedded in a box of water with margins of
186 �20 Å. The ionic strength of the systems was further adjusted to
187 �150 mM.

188 Molecular dynamics simulations

189 Molecular dynamics simulations were performed using the pro-
190 gram NAMD 2.6 [13]. An NPT ensemble was used for systems stud-
191 ied at 310 K and 333 K, whereas an NVT ensemble was used for
192 systems simulated at a temperature of 400 K; in the latter case,
193 the volume of the systems was adjusted to that obtained at
194 310 K, and fixed throughout the simulation time. Periodic bound-
195 ary conditions [17] were imposed on the systems. The electrostatic
196 term is described by using the particle mesh-Ewald algorithm
197 [18,19]. The non-bonded cutoff, switching distance and non-
198 bonded pair-list distance will be set to 9, 8 and 10.5 Å, respectively.
199 The SHAKE [20] algorithm for bonds to hydrogen atoms allowed a
200 2 fs time step; the impulse-based Verlet-I multi-step method was
201 used with 2 fs for bonded, 4 fs for non-bonded and 8 fs for long-
202 range electrostatic forces. Constant pressure (for systems simu-
203 lated under constant pressure conditions) and temperature on
204 the systems are maintained with an isotropic Langevin barostat
205 and a Langevin thermostat, respectively. Thousand steps of conju-
206 gate gradient algorithm were used to minimize each system with

207restraints to protein backbone, followed by 1000 steps without re-
208straints. Systems were warmed up for 60 ps each and equilibrated
209for 2 ns with lower restraints. Production runs were continued for
210eight independent systems as described in Table 1, for a cumula-
211tive total simulation time of 1.3 ls.

212Analysis of trajectories

213The Visual Molecular Dynamics (VMD [21]) program was used
214for visualization and analysis of trajectories. Principal component
215analysis (PCA) of the trajectories was performed using GROMACS
216[22], and generation of the plots describing collective motions
217was done using the Dinatraj server [23].

218Results

219Structural stability of monomeric PfTIM

220An important feature we address in this study is whether
221Tyr74Gly mutation can induce considerable perturbation in the na-
222tive secondary structure content of monomeric PfTIM. To deter-
223mine the effect of the mutant on the secondary structure, we
224calculated the fraction of secondary structure averaged over the
225150 ns of simulation (Fig. S1, Supplementary material). We found
226that the structural fractions are almost identical for both wild-type
227and mutant monomeric PfTIM, clearly indicating that mutation of
228Tyr74 to glycine does not produce any significant changes in the
229stability of the secondary structure of the monomer, in agreement
230with circular dichroism spectroscopy [11].
231In order to evaluate the effect of Tyr74Gly on the structural sta-
232bility and global dynamics of the monomer, we computed root-
233mean-square deviation (RMSD) of each structure in the trajectories
234of the wild-type and mutant PfTIMs. RMSD was calculated by
235superimposing the Ca trace of each snapshot using the structure
236at t = 0 ns as a reference (Fig. S2, Supplementary material). RMSD
237plots showed that both monomers have not extensively deviated
238from the reference structure, implying that the tertiary structure
239is largely conserved despite the mutation of Tyr74 to glycine. In
240addition, RMSD values do not differ much between monomeric
241wild-type and mutant PfTIM in the 150-ns trajectories, suggesting
242that in this timescale the mutant Tyr74Gly does not affect the glo-
243bal dynamics of the monomer.
244Root-mean-square fluctuations (RMSF) of Ca atoms about their
245average positions were computed for each residue of wild-type and
246mutant PfTIM monomers (Fig. 2). The most mobile parts of wild-
247type monomeric PfTIM are the connecting loops and the N- and
248C-termini of the protein. Loops 1, 3 and 6 are especially more flex-
249ible compared to the rest of the protein; such increased flexibility
250is not surprising, as loops 1 and 3 undergo disorder-to-order tran-
251sitions upon dimerization, whereas the intrinsic flexibility of loop 6
252is essential for catalysis [24,25]. Although replacement of Tyr74 by
253glycine did not produce any significant change in the secondary
254and tertiary structure of monomeric PfTIM, the mutation might

Table 1
Summary of the characteristics and conditions of the systems studied.

System Number of atoms Number of waters Temperature (K) Ensemble used Length of simulation (ns)

Wild-type PfTIM, monomer 75,023 23,681 310 NPT 150
Tyr74Gly PfTIM, monomer 75,024 23,686 310 NPT 150
Wild-type PfTIM, dimer 120,546 37,544 310 NPT 200
Tyr74Gly PfTIM, dimer 120,548 37,548 310 NPT 200
Wild-type PfTIM, dimer 120,546 37,544 400 NVT 150
Tyr74Gly PfTIM, dimer 120,548 37,548 400 NVT 150
Tyr74Cys PfTIM, oxidized 120,186 37,426 333 NPT 150
Tyr74Cys PfTIM, reduced 120,235 37,441 333 NPT 150
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255 produce noticeable changes in the local dynamics of loop 3 (Fig. 2).
256 Interestingly, Tyr74Gly did not induce important changes in the lo-
257 cal flexibility, as the average values of RMSF of loop 3 are 2.45 Å
258 and 2.25 Å for wild-type and mutant monomers, respectively. Like-
259 wise, Tyr74Gly did not seem to appreciably affect the mobility of
260 Ca atoms of other regions compared to the wild-type monomer.

261 Effect of the mutation Tyr74Gly on the structure of the dimer

262 Experiments have shown that Tyr74Gly significantly reduces
263 the stability of the dimer [11], although the exact destabilization
264 mechanism is not yet clear. Therefore, we performed MD simula-
265 tions of wild-type and Tyr74Gly dimers. Analysis of the fraction
266 of secondary structure showed that mutation of Tyr74 to glycine
267 does not significant affect the folding of the subunits of dimeric
268 PfTIM (Table 2). Likewise, the tertiary structure of each subunit re-
269 mained unchanged during the 200 ns of simulation. Time-depen-
270 dent RMSD was calculated for wild-type and mutant dimers by
271 superimposing the Ca trace of each snapshot using the coordinates
272 of equilibrated dimers as a reference (Fig. S3, Supplementary mate-
273 rial). RMSD of the wild-type dimer did not largely deviate from the
274 original structure (<RMSD> = 2 Å) in this timescale. Similarly, the
275 quaternary structure of the mutated dimer remained fairly stable
276 between 0 and 140 ns (<RMSD> = 2 Å); however, a sudden increase
277 of 1 Å in the RMSD was observed in the mutant at t = 145 ns.
278 To determine if this increase in the RMSD is the result of a confor-
279 mational perturbation at the interface due to the removal of Tyr74,
280 we calculated the RMSF of each residue and subunit of wild-type
281 and mutant dimers (Fig. 3). Compared to the monomeric form of
282 PfTIM (Fig. 2), loops 1 and 3 of each subunit of the wild-type dimer
283 are considerably less flexible, although active site loop 6 conserves
284 its flexible nature. These structural properties inherent to the wild-
285 type form of the dimer are not observed when the mutation
286 Tyr74Gly is introduced at the interface. This mutation increases
287 the flexibility of loop 1 in both subunits compared to the wild-type

288form. In fact, the structural fluctuations of loop 1 induced by this
289mutation are comparable to those observed in the isolated mono-
290mers. Likewise, Tyr74Gly induces a shift in the backbone fluctua-
291tions of loop 3 of subunit B (Fig. 3B). Tyr74Gly also induces an
292appreciable increase in the dynamics of loop 6 of subunit B.

293Perturbation of native contacts at the interface induced by Tyr74Gly

294To monitor the effect of Tyr74Gly on intermonomeric contacts
295between loops 1 and 3, we calculated the fraction of intermolecular
296native contacts between Cys13 (loop 1) and loop 3 of adjacent sub-
297unit (QCys13, Fig. 4). We chose Cys13 as (a) in the native state of the
298dimer, it makes critical contacts with loop 3 and (b) its side chain
299becomes entirely buried upon dimerization.
300At physiological temperature, contacts between Cys13 and loop
3013 in the wild-type dimer are held together by favorable electro-
302static and van der Waals interactions (<Eint> � �20 kcal/mol). Gi-
303ven the inherent flexibility of loop 3, the value of QCys13 is
304expected to fluctuate in the trajectory of the wild-type dimer; Figs.
3054A and B (blue line) show continuous shifts in time-dependent
306QCys13, in agreement with this assumption. Nevertheless, residue
307Cys13 of subunits A and B retains at least 50% of its native contacts
308with loop 3 (QCys13 > 0.5) during the entire 200 ns of simulation.
309Conversely, when Tyr74 is replaced with glycine, only 52% (subunit
310A) and 69% (subunit B) of the total simulation time satisfies a
311QCys13 > 0.5 (Figs. 4A and B, red line).
312High-temperature (400 K) 150-ns MD simulations of the dimer
313were used to accelerate the possible order-to-disorder transitions
314induced by Tyr74Gly. Despite the use of high temperature, both
315wild-type and mutant dimers retain most of their secondary and
316tertiary structure in this timescale. Furthermore, we observed that

Fig. 2. Root-mean-square fluctuations of Ca atoms about their average positions
computed for wild-type and Tyr74Gly PfTIM monomers. Green, purple and gray
shading indicate the location of loops 1, 3 and 6, respectively. (For interpretation of
the references in color in this figure legend, the reader is referred to the web version
of this article.)

Table 2
Percentage of secondary structure content for wild-type and mutant dimers at 310 K.

Wild-type
(Monomer A)

Wild-type
(Monomer B)

Tyr74Gly
(Monomer A)

Tyr74Gly
(Monomer B)

a-Helix 45 ± 2 46 ± 2 45 ± 2 45 ± 2
b-Sheet 18 ± 1 17 ± 1 17 ± 1 17 ± 1
Turn 18 ± 3 17 ± 2 18 ± 3 17 ± 2
Coil 19 ± 2 20 ± 2 20 ± 2 21 ± 2

Fig. 3. Root-mean-square fluctuations of Ca atoms about their average positions
computed for (A) subunit A and (B) subunit B of wild-type and Tyr74Gly PfTIM
dimers. Green, purple and gray shading indicate the location of loops 1, 3 and 6,
respectively. (For interpretation of the references in color in this figure legend, the
reader is referred to the web version of this article.)
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317 high temperature did not produce dramatic changes in the RMSF
318 pattern of most of the protein compared to that obtained at
319 310 K (data not shown). Nonetheless, the RMSF of loops 3 is 1–
320 1.5 Å larger in the mutant compared to the wild-type, indicating
321 that flexibility of this loop is increased when the side chain of
322 Tyr74 is removed. This increase in flexibility is the result of a large
323 loss of intermolecular contacts between Cys13 and loop 3 (Figs. 5A
324 and B). For instance, only 5% (subunit A) and 20% (subunit B) of the
325 total simulation time at 400 K satisfies a QCys13 > 0.5, whereas na-
326 tive contacts are largely conserved in the wild-type PfTIM (76%
327 and 97% of the total simulation time for subunits A and B, respec-
328 tively). These observations also correlate with the increase of sol-
329 vent-accessible surface area (SASA) of Cys13 in the dimeric
330 mutant (Fig. S4, Supplementary material).

331 Mutation-induced alteration in the backbone conformation of Lys12

332 The X-ray structure of PfTIM dimer has revealed that active site
333 residue Lys12 lies within a less favorable, albeit generously al-
334 lowed, region of the Ramachandran plot (u � 50�, w � �150�) [4].
335 As similar Ramachandran values have also been observed in other
336 TIM structures, it is assumed that this particular conformation is
337 required for catalytic function. As the structure of the region sur-
338 rounding Cys13 is affected by the mutant Tyr74Gly, we analyzed
339 the mutation-induced alteration in the backbone conformation of
340 Lys12.
341 First, we mapped u and w angles of Lys12 onto the Ramachan-
342 dran plot for each structure in the trajectory of wild-type mono-
343 meric PfTIM (Fig. 6). Analysis of the Ramachandran plot revealed

344the existence of three populated clusters. The first cluster (Fig. 6,
345orange2 oval) corresponds to the Ramachandran values observed

Fig. 4. Fraction of intermolecular native contacts between Cys13 and loop
computed for wild-type (blue line) and Tyr74Gly (red line) PfTIM dimers at
310 K. (A) Fraction of intermolecular contacts involving Cys13 of subunit A; (B)
fraction of intermolecular contacts involving Cys13 of subunit B. (For interpretation
of the references in color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 5. Fraction of intermolecular native contacts between Cys13 and loop
computed for wild-type (blue line) and Tyr74Gly (red line) PfTIM dimers at
400 K. (A) Fraction of intermolecular contacts involving Cys13 of subunit A; (B)
fraction of intermolecular contacts involving Cys13 of subunit B. (For interpretation
of the references in color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 6. Ramachandran plot of residue Lys12 in the wild-type monomeric PfTIM.
Each oval represents a particular population of backbone conformations in the
trajectory (see text for interpretation).

2 For interpretation of the references in color in this figure, the reader is referred to
the web version of this article.
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346 in the crystal structure of the dimer; this conformation remains
347 fairly stable in the trajectory for the first 24 ns. After this period
348 of time, the conformation of Lys12 shifts rapidly to populate a sec-
349 ond cluster in the right-handed a-helical region (u � �60�,

350 w � �60�) and the so-called ‘‘bridge region” (Fig. 6, green oval)
351 [26]. Lys12 spends the last 30 ns of simulation populating a back-
352 bone conformation having dihedral angles of u � �150� andw � 0�
353 (Fig. 6, purple oval). All these conformational transitions fall within
354 the limits of the energetically allowed regions of the Ramachan-
355 dran plot. It is worth mentioning that after the initial 24 ns of sim-
356 ulation, Lys12 does not adopt a conformational similar to that in
357 the dimer (u � 50�, w � �150�). This observation indicates that,
358 in spite of being energetically allowed, this particular backbone
359 conformation does not natively exist in the monomeric form of
360 PfTIM.
361 Lys12 showed similar conformation patterns in the simulations
362 of wild-type and Tyr74Gly dimers at 310 K. The backbone dihedral
363 angles of Lys12 were u � 50� and w � �150� in each subunit of the
364 wild-type and mutant dimer. Although the free energy of the un-
365 bound-to-bound-like conformational transition of Lys12 in the
366 monomer is rather small (DG � 1 kcal/mol), local stabilizing inter-
367 actions at the interface of the dimer may increase this free energy
368 difference. As this energy barrier may not be overcome at T = 310 K
369 in the sub-microsecond timescale, structural transitions of Lys12 in
370 the dimer were accelerated using MD simulations at T = 400 K. De-
371 spite the high temperature, Lys12 of each subunit in the wild-type
372 dimer was able to retain its native bound-like conformation (Figs.
373 7A and B), in agreement with the results obtained for the wild-type

374dimer at 310 K (u � 50�, w � �150�). A similar result was obtained
375for Lys12 of subunit B in the dimeric mutant (Fig. 7D); however,
376the removal of Tyr74 side chain induces a change in the backbone
377conformation of Lys12 similar to that observed in the free mono-
378meric wild-type (Fig. 7C).

379The effect of disulfide cross-linking at the interface

380It has been observed that the mutation of Tyr74 with cysteine
381followed by chemical cross-linking with Cys13 produces a PfTIM
382with similar stability to that observed for the wild-type form of
383the dimer [10]. This observation suggests that Tyr74 somehow par-
384ticipates in the stability of the interface. To address this issue, we
385performed two MD simulations of dimeric Tyr74Cys mutants:
386one where Cys13 and Cys74 are connected by a disulfide bond (oxi-
387dized PfTIM) and one where Cys13 and Cys74 are not cross-linked
388(reduced PfTIM).
389In terms of structural stability, reduced PfTIM showed an in-
390crease in the RMSD of 1 Å compared to oxidized PfTIM, indicating
391that cross-linking at the interface has a stabilizing effect. Backbone
392superimposition of oxidized and reduced PfTIM showed that these
393structural changes in the latter result from the loss of favorable
394contacts between loops 1 and 3 (Fig. 8). We further calculated
395the side chain solvent-accessible surface area (SASA) of Cys13 to
396evaluate to what extent cross-linking enforces solvent inaccessibil-
397ity (Fig. 9). Contrary to what it was expected, Cys13 of subunit A
398becomes more accessible to solvent in the oxidized form of PfTIM
399compared to its reduced form (Fig. 9A). However, this pattern is

Fig. 7. Ramachandran plot of residue Lys12 in dimeric PfTIM. (A) and (B) correspond to Lys12 of subunits A and B of wild-type PfTIM dimer, respectively. (C) and (D)
correspond to Lys12 of subunits A and B of Tyr74Gly PfTIM dimer, respectively.
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400 different for subunit B, where SASA of Cys13 in the reduced form is
401 larger than that observed in the oxidized PfTIM. The exposure of
402 Cys13 in both oxidized and reduced forms of PfTIM results in the
403 decrease of intermolecular native contacts between loops 1 and 3
404 (Fig. S5, Supplementary material). Unlike the wild-type form of
405 PfTIM, the oxidized PfTIM is unable to preserve more than 50%
406 for more than a half of total simulation time; comparable results
407 are obtained for reduced PfTIM.
408 In light of the fact that disulfide cross-linking neither reduces
409 solvent accessibility of Cys13 nor restores the native contacts be-

410tween loops 1 and 3, it is expected that the structure of loops 1
411and 3 is dramatically affected in both oxidized and reduced forms
412of PfTIM. Superimposition of initial and final structures in the tra-
413jectories revealed that, while the native conformation of loop 3 is
414affected in both cross-linked and non-cross-linked dimers, the
415structure of loop 1 seems well preserved in the oxidized form. As
416the backbone conformation of Lys 12 is sensitive to large changes
417at the interface, we obtained the Ramachandran plots of this resi-
418due for each subunit of the oxidized and reduced PfTIM (Fig. 10). To
419our surprise, the native backbone conformation of Lys12 (u � 50�,
420w � �150�) does not change upon disulfide cross-linking
421(Fig. 10A). In contrast, the absence of a disulfide bond between
422Cys13 and Cys74 produces a dramatic shift in the conformation
423of Lys12 (Fig. 10B).

424Mobility of Tyr74 in the wild-type monomeric and dimeric PfTIM

425We analyzed the evolutionary conservation of Tyr74 using the
426CONSURF server [27]. We observed that this position is structurally
427conserved, as its residue variety is only limited to tyrosine and
428phenylalanine. Considering that recent studies have suggested that
429the mobility of conserved residues in protein–protein interfaces is
430restricted [28], we assessed the flexibility of Tyr74 in both mono-
431meric and dimeric PfTIM. Flexibility was evaluated through side
432chain RMSD following the strategy of Rajamani et al. [29]. To avoid
433systematic errors caused by translation motions, we calculated
434side chain RMSD by aligning all heavy backbone atoms of Tyr74;
435RMSD was calculated for every single structure in the trajectories,
436and equilibrated structures were used as a reference.
437Fig. 11A shows that side chain RMSD of Tyr74 rapidly changes
438for about 3 Å in the first few nanoseconds of simulation of mono-
439meric PfTIM. Except for the period of time between 40 and 50 ns,
440the side chain RMSD remains fairly steady throughout most of
441the simulation time, as expected for a structurally conserved resi-
442due. Most of the variations around the average RMSD (Fig. 11A,
443black line) are the result thermal motions (i.e., the flipping of the
444aromatic ring in the picosecond timescale). Nonetheless, given
445the structural symmetry of the side chain, thermal motions have
446a negligible effect on the average mobility of Tyr74. This observa-
447tion is supported by structural clustering using a maximum toler-
448ance of 1 Å (Fig. 11B). This clustering procedure showed that Tyr74
449side chain visits two conformations during the entire simulation
450time; however, only one of these two conformations is significantly
451more populated (Fig. 11B, green sticks).
452Tyr74 of PfTIM dimer remains conformational restrained in the
453subunit A (Fig. 12A). Three conformations are observed for this res-
454idue. The most frequent conformation, which resembles to that ob-
455served in the crystal structure, is present during the first 125 ns of
456simulation (�63% of the total simulation time). Although the sec-
457ond (�33% of the time) and third (�4% of the time) conformations
458of Tyr74 of subunit A deviate from the crystal structure, they ap-
459pear only as a result of a slight repacking of the aromatic cluster
460Phe69-Tyr74-Tyr101-Phe102. Tyr74 from subunit B remains very
461constrained during the entire simulation time (<RMSD> � 0.5 Å),
462indicating that its packing in the aromatic clusters is not altered
463in this timescale (Fig. 12B).

464Conservation of collective motions in the dimer

465The motions of a protein may be broken down into their princi-
466pal components by principal component analysis (PCA) [30–32]. By
467combining MD simulations and PCA, Cansu and Doruker showed
468that dimerization of chicken TIM gives rise to rigid-body motions
469that are crucial for enzymatic activity [33]. As a large number of
470critical interactions at the interface involve loops 1 and 3, it is ex-
471pected that modifications in the geometry of this region will affect

Fig. 8. Superimposition of the final structures (t = 150 ns) of reduced (cyan) and
oxidized (green) PfTIM, showing the conformational changes of loops 1 and 3
induced by the absence of cross-linking between mutant Tyr74Cys and Cys13. Loop
1 is shown in blue (reduced) and purple (oxidized), whereas loop 3 is shown in red
(reduced) and orange (oxidized). (For interpretation of the references in color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 9. Solvent-accessible surface area of Cys13 calculated for reduced (red line) and
oxidized (blue line) PfTIM. (A) and (B) correspond to Cys13 of subunits A and B,
respectively. (For interpretation of the references in color in this figure legend, the
reader is referred to the web version of this article.)
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472 the native rigid-body motions of the dimer. Thus, we extracted the
473 principal components from the wild-type, Tyr74Gly, oxidized and
474 reduced forms of PfTIM.
475 The first principal component accounts for 37% and 40% of the
476 overall motion in the wild-type and Tyr74Gly PfTIM dimer. For oxi-
477 dized and reduced PfTIMs, the first principal component describes
478 44% and 29% of the overall motion of the dimer, respectively. We
479 have plotted the rigid-body motions onto the three-dimensional
480 structure of PfTIM (Fig. 13). The rigid-body motion described by

481the first (and largest) principal component in wild-type PfTIM con-
482sists of a counter-rotation movement of the subunits (Fig. 13A).
483This motion is consistent with that observed in the wild-type di-
484meric form of chicken TIM [33]. More importantly, this motion is
485strongly coupled to the opening/closing of active site loop 6 [33].
486In Tyr74Gly dimeric PfTIM, this motion is still present (Fig. 13B);
487however the homogeneity and magnitude of counter-rotation
488movement is affected by the removal of Tyr74 side chain. In the re-
489duced form of PfTIM dimer, where the removal of native contacts

Fig. 11. (A) The root-mean square deviation of Tyr74 of monomeric PfTIM with respect to the structure at t = 0 ns. (B) Representative conformations of Tyr74 extracted with
the clustering procedure; green structures correspond to the most populated cluster found in the trajectory, whereas the green structure represents the conformation of
Tyr74 between 40 and 50 ns. (For interpretation of the references in color in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Ramachandran plot of residue Lys12 in oxidized and reduced PfTIM. (A) and (B) correspond to Lys12 of subunits A and B of oxidized PfTIM dimer, respectively. (C) and
(D) correspond to Lys12 of subunits A and B of reduced PfTIM dimer, respectively.
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490 and the perturbation of the native conformation of Lys12 are more
491 evident, the native rigid-body motions described by the first prin-
492 cipal component are not longer present (Fig. 13D). Surprisingly, the
493 counter-rotation movement observed in wild-type PfTIM dimer
494 appears to be conserved in the oxidized form of PfTIM (Fig. 13C),
495 despite the large loss of native contacts between loops 1 and 3
496 (Fig. S5, Supplementary material) and increased accessibility of
497 Cys13 (Fig. 9A).

498 Discussion

499 Summary of results

500 In the present study, we have performed MD simulations of
501 PfTIM in the microsecond timescale to unveil the roles of the struc-
502 turally conserved residue Tyr74 in the formation, stability and
503 function of the PfTIM dimer. Here we studied two mutations of
504 Tyr74 (Tyr74Gly and Tyr74Cys), provided that these mutants have
505 been experimentally analyzed. Simulations of the monomeric
506 PfTIM under physiological conditions revealed that mutant
507 Tyr74Gly does not affect its folding and stability, in agreement
508 with experimental data [11]. We also found that mutation of
509 Tyr74 with glycine does not affect the native local dynamics of loop
510 3, which is essential for homodimerization. The trajectories of the
511 dimer showed that the mutation does not affect the secondary and
512 tertiary structure of its subunits; however, Tyr74Gly increases the
513 flexibility of loops 1 and 3, decreases the fraction of native contacts
514 between these two loops and alters the native bound-like back-
515 bone conformation of active site residue Lys12. Such effects were
516 more noticeable when we used high-temperature MD simulations
517 to accelerate the mutant-induced conformational transitions of
518 loops 1 and 3. Furthermore, the mutant also appears to affect the

519collective motions of the dimer that are required for catalytic activ-
520ity. Disulfide cross-linking between Cys13 and the mutant
521Tyr74Cys appears to restore some of the native structural features
522of the interface (i.e., the bound-like backbone conformation of
523Lys12) and the wild-type-like collective motions of PfTIM dimer.

524Tyr74 is a ready-made recognition motif for PfTIM homodimerization

525In agreement with the experimental data obtained by Maithal
526et al. [11], we have shown that Tyr74Gly does not affect the folding
527of monomeric PfTIM. Unfortunately, these experimental studies
528did not provide any information regarding the local structural
529changes that this mutation might induce in the monomer. As
530Tyr74 is located at the tip of loop 3, it is possible that its mutation
531with glycine may (a) induce a local increase/decrease in flexibility
532of loop 3 or (b) produce long-range changes in other regions of the
533monomer via allosteric communication, which may directly affect
534the conformational entropy of association [34]. However, neither
535of these scenarios are the case here, as Tyr74Gly does not produce
536any noticeable shifts in the local dynamics of monomeric PfTIM
537(Fig. 2). Yet, experiments have shown that monomeric PfTIM hold-
538ing this mutation is unable to self-associate at low protein concen-
539trations [11]. If Tyr74 does not have an effect in folding and
540stability of the dimer, how does it influence PfTIM dimerization?
541Although a large percentage of monomeric TIM possesses a
542well-defined three-dimensional structure, approximately 20% of
543its primary structure remains natively disordered or unstructured.
544Recent experimental evidence have shown that intrinsically disor-
545dered proteins (IDPs) and intrinsically disordered regions (IDRs),
546which do not possess a well-defined 3D structure under physiolog-
547ical conditions are functional in their native state [35–38]. IDPs/
548IDRs are often found in protein–protein interactions (PPIs), thus
549fulfilling a number of key functional roles in the cell. Most impor-
550tantly, many IDPs/IDRs undergo disorder-to-order transitions upon
551binding, ranging from the restriction of the dynamics in the pri-
552mary structure to the formation of a folded structure [39].
553Here, we highlight the importance of intrinsic disorder in PfTIM
554dimerization as two of its regions, loops 1 and 3, are intrinsically
555disordered in the monomeric form of the enzyme. The intrinsically
556disordered nature of these loops was assessed by using the FoldUn-
557fold server, which predicts whether a region of a protein in likely to
558be disordered or not [40,41]. The crystal structure of PfTIM has
559shown that upon binding, both regions undergo a disorder-to-or-
560der transition, where loops 1 and 3 do not become structured
561but have an important reduction in their accessible conformational
562states. In our trajectories, we observed that the removal of Tyr74
563causes a large increase in the dynamics of loops 1 and 3 and the
564subsequent loss of native-like contacts between these two IDRs;
565this result clearly indicates that Tyr74 plays an essential role in
566the binding-induced disorder-to-order transition of loops 1 and
5673. This suggestion is supported by the fact that Tyr74 remains con-
568formationally restricted even in the monomeric (unbound) form of
569PfTIM (Fig. 11); conformationally restricted residues have been
570shown to act as anchor residues, which help avoiding kinetically
571costly structural rearrangements at the interface, allowing for a
572relatively smooth recognition process [29]. Here, the restricted
573mobility of the structurally conserved Tyr74 may facilitate the for-
574mation of native contacts between loops 1 and 3 without decreas-
575ing the binding kinetics via strong native-like contacts [42] and
576‘fly-casting’ mechanism arising from intrinsic disorder [43]. The
577rigidity of Tyr74 is also essential for specificity in molecular recog-
578nition as it provides a ready-made recognition motif [44] for PfTIM
579homodimerization via the formation of aromatic clusters at the
580interface. This recognition specificity may be enhanced by other
581factors such as the type of aromatic–aromatic interaction (i.e.,
582Phe–Phe or Phe–Tyr), the geometrical arrangement of the aromatic

Fig. 12. The root-mean square deviation of Tyr74 of dimeric PfTIM with respect to
the structure at t = 0 ns. (A) corresponds to subunit A, whereas subunit B is labeled
as (B).
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583 residues (i.e., stacked or T-shaped) and the hydrophobicity of the
584 environment where the interaction takes place [45]. It is important
585 to point out that, according to our simulations, Tyr74 may play a
586 central role in a synergistic binding mechanism between loops 1
587 and 3. In this mechanism, both conformational selection and in-
588 duced fit mechanisms participate in the binding of IDPs/IDRs, pro-
589 viding an efficient balance between kinetics and thermodynamics
590 of binding [39]. In this particular case, the side chain of Tyr74
591 undergoes a conformational selection that produces an induced
592 fit of loop 1, as the bound-like geometry of this loop is not natively
593 populated in the monomer (Fig. 6). This disorder-to-order transi-
594 tion is responsible for the formation of the particular geometrical
595 arrangement of loop 1 that allows Cys13 to fully interact with loop
596 3 and Lys12 to be locked in a favorable position for catalysis.

597 The role of Tyr74 in the stability and function of PfTIM dimer

598 There is strong experimental evidence showing that Cys13
599 plays a crucial role in the stability of PfTIM dimer. For instance, car-
600 boxyl methylation of Cys13 induced the formation of monomeric
601 species, as detected by gel filtration [8]. Furthermore, the mutant
602 Cys13Asp exhibited a reduced stability to denaturants and 7-fold
603 reduction in the enzymatic activity [8]. A similar effect was ob-
604 served when Cys14 of Trypanosoma brucei TIM (equivalent to
605 Cys13 in PfTIM) was either exposed to sulfhydryl reagents or re-
606 placed with the other nineteen amino acids. In the case of T. brucei

607TIM, sulfhydryl reagents produced large structural changes and
608abolition of catalysis [46], whereas mutations induced low stabili-
609ties and enzymatic activities compared to the wild-type dimer
610[47]. Although these studies have acknowledged the importance
611of Cys13 for the stability of the dimeric form of PfTIM, our simula-
612tions and experimental data suggest that Tyr74 plays an equally
613important role in the stability of PfTIM dimer.
614What is the exact role that Tyr74 plays in the stability of the di-
615mer? High-temperature MD simulations revealed that, once the
616side chain of Tyr74 is removed, Cys13-mediated favorable interac-
617tions are loss. This reduction of native contacts is the result of an
618increase in the accessible surface and a shift in the side chain ori-
619entation of Cys13. However, these simulations do not reveal
620whether this reduction of favorable interactions is the result of a
621cavity at the interface (as suggested by experiments [10,11]) or a
622perturbation of the mechanical forces that stabilize Cys13-medi-
623ated interactions at the interface. In order to clarify the role of
624Tyr74 in the stability of the interactions at the interface, we ana-
625lyzed the trajectories of oxidized and reduced PfTIM dimers. We
626observed that despite the presence of a cavity at the aromatic clus-
627ters of the interface, the reduction of native contacts and the in-
628crease of SASA of Cys13, the oxidized (cross-linked) form of
629PfTIM forces loop 1 to preserve its native-like geometry (Figs.
63010A and B). This native bound-like geometry in the dimer is char-
631acterized by positive Ramachandran u values of Lys12 [4], which
632forces the side chain of Cys13 to interact favorably with loop 3

Fig. 13. Collective motions corresponding to the first principal component of (A) wild-type PfTIM, (B) Tyr74Gly PfTIM, (C) oxidized PfTIM and (D) reduced PfTIM. The arrows,
starting from the Ca of each residue, show the direction of the movement.
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633 (Fig. 1B). In the absence of cross-linking, both native contacts and
634 geometry of loop 1 are lost. These results show that disulfide cross-
635 linking mimics the function of Tyr74 at the interface, indicating
636 that Tyr74 possesses a mechanical role via aromatic–aromatic
637 interactions with Phe69, Tyr101 and Phe102.
638 In addition to this mechanical role, Tyr74 actively participates
639 in the function of PfTIM dimer. Recently, MD simulations of chick-
640 en TIM revealed that dimerization gives rise to collective motions
641 that are absent in the monomer [33]. These collective motions, lar-
642 gely described by the first principal component, result in the coun-
643 ter-rotation of the subunits and the closure of loop 6. The results of
644 these MD simulations suggested that these collective motions are
645 necessary for TIM function [33]. Taking into consideration these
646 observations, we extracted the collective motions described by
647 the first principal component of wild-type, mutant, oxidized and
648 reduced PfTIM dimer (Fig. 13). Collective motions described by
649 the first principal component of wild-type PfTIM are the same as
650 for chicken TIM [33], suggesting that such motions are native in
651 the dimeric TIM regardless of species. Surprisingly, Tyr74Gly mu-
652 tant did not produce large structural changes at physiological tem-
653 perature, but affected the native collective motions of the dimer
654 (Fig. 13B). What is even more surprising is that the oxidized form
655 of PfTIM is able to maintain the native collective motions observed
656 in the wild-type PfTIM (Fig. 12C). Such motions are no longer pres-
657 ent in the reduced form of PfTIM (Fig. 12D). These results suggest
658 that native collective motions that contribute to the catalytic effi-
659 ciency of PfTIM strongly depend on the preservation of intermolec-
660 ular interaction between Tyr74 and Cys13.
661 Hilser and Thompson have shown that site-to-site allosteric
662 coupling is maximized when intrinsic disorder is present in the do-
663 mains or segments containing one or both of the coupled binding
664 sites [48]. Here, we observed that in the absence of Tyr74, the col-
665 lective motions coupled to the closure motion of active site loop 6
666 are importantly affected. Hence, Tyr74 is possibly a link between
667 intrinsic disorder and allosterism in PfTIM, modulating subunit–
668 subunit communication via coupled disorder-to-order transitions
669 of loops 1 and 3, resulting in the collective motions observed in
670 the dimeric form of PfTIM.

671 Conclusions

672 By using all-atom MD simulations in the microsecond time-
673 scale, we have unveiled the role of Tyr74 in the formation, stability
674 and function of dimeric PfTIM. Our simulations revealed that this
675 structurally conserved residue at the interface is not necessary
676 for the folding and stability of monomeric TIM; however, we ob-
677 served that the restricted mobility of Tyr74 observed in the dimer
678 is conserved in the monomer, indicating that this residue plays a
679 very important role as an anchor residue for homodimerization.
680 Tyr74 also appears to play an important role in binding by facilitat-
681 ing the disorder-to-order transitions of loops 1 and 3, which allows
682 Cys13 to form favorable interactions with loop 3 and Lys12 to be
683 locked in a favorable position for catalysis. Disulfide cross-linking
684 between mutant Tyr74Cys and Cys13 further revealed that Tyr74
685 stabilizes the geometry of loop 1 (which contains the catalytic res-
686 idue Lys12) and the interactions between loops 1 and 3 via aro-
687 matic–aromatic interactions with residues Phe69, Tyr101, and
688 Phe102. Principal component analysis revealed that Tyr74 is also
689 necessary to preserve the collective motions in the dimer that con-
690 tribute to the catalytic efficiency of PfTIM dimer. We conclude that
691 Tyr74 not only plays a role in the stability of the dimer, as previ-
692 ously suggested [10,11], but also participates in the dimerization
693 process and collective motions via coupled disorder-to-order tran-
694 sitions of intrinsically disordered regions, necessary for efficiency
695 in the catalytic function of PfTIM.
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